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Abstract. This study provides improved methanol emission
estimates on the global scale, in particular for the largest
methanol source, the terrestrial biosphere, and for biomass
burning. To this purpose, one complete year of spaceborne
measurements of tropospheric methanol columns retrieved
for the first time by the thermal infrared sensor IASI aboard
the MetOp satellite are compared with distributions calcu-
lated by the IMAGESv2 global chemistry-transport model.
Two model simulations are performed using a priori bio-
genic methanol emissions either from the new MEGANv2.1
emission model, which is fully described in this work and
is based on net ecosystem flux measurements, or from a
previous parameterization based on net primary production
by Jacob et al.(2005). A significantly better model perfor-
mance in terms of both amplitude and seasonality is achieved
through the use of MEGANv2.1 in most world regions, with
respect to IASI data, and to surface- and air-based methanol
measurements, even though important discrepancies over
several regions are still present. As a second step of this
study, we combine the MEGANv2.1 and the IASI column
abundances over continents in an inverse modelling scheme
based on the adjoint of the IMAGESv2 model to generate
an improved global methanol emission source. The global
optimized source totals 187 Tg yr−1 with a contribution of
100 Tg yr−1 from plants, only slightly lower than the a priori
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MEGANv2.1 value of 105 Tg yr−1. Large decreases with re-
spect to the MEGANv2.1 biogenic source are inferred over
Amazonia (up to 55 %) and Indonesia (up to 58 %), whereas
more moderate reductions are recorded in the Eastern US
(20–25 %) and Central Africa (25–35 %). On the other hand,
the biogenic source is found to strongly increase in the arid
and semi-arid regions of Central Asia (up to a factor of 5)
and Western US (factor of 2), probably due to a source of
methanol specific to these ecosystems which is unaccounted
for in the MEGANv2.1 inventory. The most significant er-
ror reductions achieved by the optimization concern the de-
rived biogenic emissions over the Amazon and over the For-
mer Soviet Union. The robustness of the derived fluxes to
changes in convective updraft fluxes, in methanol removal
processes, and in the choice of the biogenic a priori inven-
tory is assessed through sensitivity inversions. Detailed com-
parisons of the model with a number of aircraft and surface
observations of methanol, as well as new methanol measure-
ments in Europe and in the Reunion Island show that the
satellite-derived methanol emissions improve significantly
the agreement with the independent data, giving thus cre-
dence to the IASI dataset.

1 Introduction

Methanol (CH3OH) has been identified as one of the ma-
jor organic compounds in the troposphere, most abundant
above forests during the growing season with measured
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concentrations of the order of several ppb (e.g.Williams
et al., 2001; Schade and Goldstein, 2006; Karl et al., 2007).
Due to its influence on the background tropospheric photo-
chemistry, its influence on OH concentrations in the bound-
ary layer, its contribution to the tropospheric ozone produc-
tion, and the production of formaldehyde upon its oxidation
by OH, methanol became the subject of many literature stud-
ies with focus on (i) process-based emission mechanisms
(e.g.Macdonald and Fall, 1993; Fall and Benson, 1996; Hüve
et al., 2007; Folkers et al., 2008); (ii) modelling studies at-
tempting to derive global methanol budget closures (e.g.Gal-
bally and Kirstine, 2002; Jacob et al., 2005; Millet et al.,
2008); (iii) field and aircraft measurements (e.g.Singh et al.,
2000; Karl et al., 2003a; Millet et al., 2004; Spirig et al.,
2005; Mao et al., 2006).

The above studies have been recently complemented by
newly acquired space-based methanol observations in the
upper troposphere from the ACE-FTS/SCISAT-1 solar oc-
cultation instrument (Dufour et al., 2006), and from the
TES/AURA (Beer et al., 2008) and IASI/MetOp-A (Razavi
et al., 2011) infrared nadir-looking probers of the lower tro-
posphere.

Although it is agreed that plant emissions represent the
major part of the methanol flux from the terrestrial ecosys-
tems, much uncertainty remains concerning their magnitude
and global distribution. A number of modelling studies at-
tempting to quantify the plant growth and decay source pro-
vided a wide range of values for the global annual emis-
sion estimates, from 95 Tg (Singh et al., 2000) up to 280 Tg
(Heikes et al., 2002). Aside from the plant source, oceans are
hypothesized to constitute an important source of methanol
which is required in order to explain observed methanol
concentrations in the marine boundary layer (Heikes et al.,
2002). This source is, however, outweighted by a more sig-
nificant ocean sink (Millet et al. (2008), Heikes et al.(2002),
this study). In addition to natural emissions from plants and
oceans, methanol is also released from anthropogenic activi-
ties and biomass burning at much lower rates, contributing
less than 10 % of the estimated global source. The main
methanol removal pathways are oxidation by OH and dry de-
position, whereas wet deposition constitutes a minor sink.

In this work we present first a new algorithm
(MEGANv2.1) for deriving methanol emissions from
plants. As opposed to previous emission models based
on the net primary production from the earth ecosystems
(Galbally and Kirstine, 2002; Jacob et al., 2005), the
MEGANv2.1 model is based on net ecosystem fluxes, and
accounts for the effects of light, temperature, and leaf age,
in a similar way as for isoprene emissions in the MEGAN
model (Guenther et al., 2006). The derived MEGANv2.1
inventory, as well as a previous biogenic methanol emission
inventory by Jacob et al.(2005) are implemented in the
global IMAGESv2 chemistry-transport model used to
simulate methanol concentrations. An inverse modelling
experiment is designed using the MEGANv2.1 biogenic

source as a priori and constrained by methanol columns
from the newly released global IASI dataset (Razavi et al.,
2011) in order to derive updated global methanol emissions.
The inversion study is based on the adjoint module of
IMAGESv2 (Müller and Stavrakou, 2005), and on the
grid-based approach for retrieving emissions of reactive
species (Stavrakou and M̈uller, 2006; Stavrakou et al.,
2008, 2009b,c). The initial and updated emissions are
compared on the global and regional scale, with focus on
seasonal variations of methanol columns, especially over
regions (Tropics, Europe, Asia, Africa) where observations
from other platforms are either scarce or not available.
Furthermore, the model results before and after optimization
are evaluated against previous modelling work, available
aircraft methanol data, and a compiled set of literature in
situ measurements from different continents. Comparisons
are also presented with FTIR column data from the Kitt
Peak Observatory in the western US, and newly retrieved
measurements from a European forested site and FTIR
column data from the subtropical site of the Reunion Island
in the Indian Ocean.

The article is organized as follows. In Sect.2 a literature
overview on methanol releases by plants is presented, fol-
lowed by a thorough description of the MEGANv2.1 emis-
sion model for methanol emissions, and its implementation
in a canopy model to derive global methanol emission esti-
mates. The methanol ocean source and sink are described
in Sect.3. The IMAGESv2 global model used to simulate
methanol concentrations and the annual a priori methanol
budget are the subject of Sect.4. Section5 is dedicated to
the presentation of the IASI satellite data used to constrain
the inversion, and to a description of the inversion setup.
Multi-instrument independent observational methanol data,
presented in Sect.6, are used to evaluate how the model per-
forms before and after optimization and also to validate the
satellite dataset. The a priori and inversion results are dis-
cussed in Sects.7 and8. The errors on the a posteriori IASI-
derived fluxes are computed in Sect.9, and the dependence
of the retrieved fluxes on model uncertainties is addressed in
Sect.10. Our main conclusions are drawn in Sect.11.

2 Methanol released by plants

2.1 Background

Methanol production is ubiquitous among higher plants, as a
result of the demethylation of pectins, complex polysaccha-
rides acting as tissue firming agents in the cell walls of plants.
The demethylation is catalyzed by pectin methylesterases,
cell wall enzymes involved in plant growth and develop-
ment (Fall and Benson, 1996), but also in plant defensive
response against herbivore attacks (Körner et al., 2009), and
produces methanol as a major end-product exiting leaves
through stomata during transpiration (Schink and Zeikus,
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1980; Nemecek-Marshall et al., 1995; Fall and Benson,
1996). The methanol leaf emission is controlled by leaf tem-
perature and light (Folkers et al., 2008), and by the stomatal
conductance and evapotranspiration (Macdonald and Fall,
1993; Niinemets and Reichstein, 2003a,b; Hüve et al., 2007).
The emissions exhibit a pronounced diel profile peaking in
the morning upon stomatal opening when methanol accumu-
lated at night in the intracellular space is released in the at-
mosphere (Hüve et al., 2007).

Growing leaves were found to emit about four times more
methanol than adult leaves in the case of the Mexican cotton
plant (Hüve et al., 2007). Although large methanol emis-
sion rates are often associated with young, growing leaves, a
substantial portion of the annual emission of methanol from
a broadleaf forest is associated with mature and senescing
canopies (Karl et al., 2003a). However, the emission gen-
erally declined with increasing leaf age after leaf expansion
(Nemecek-Marshall et al., 1995). In addition, high amounts
of methanol have been reported over agricultural grassland
during and after cutting, as well as during the hay dry-
ing phase (Davison et al., 2008). Aside from plant growth
and development, which are by far the dominant methanol-
generating mechanisms, different processes, like e.g. root
and fruit growth (Fall and Benson, 1996), or the abiolog-
ical production of oxidized VOCs from the decay of dead
plant material (Warneke et al., 1999) also produce methanol
at lower rates. However, literature studies about such pro-
cesses are generally either limited or lacking.

Bottom-up biogenic methanol emission inventories re-
quire extrapolation, often in a crude way, of the limited
sets of available laboratory measurements of methanol fluxes
from leaves. Guenther et al.(1995) estimated the global
annual methanol emission at more than 320 Tg based on
flux measurements fromMacdonald and Fall(1993), a value
close to the value (280 Tg yr−1) reported byHeikes et al.
(2002). Galbally and Kirstine(2002) assumed that the mass
of methanol emitted by a plant over a given time period is
linearly related to the net primary carbon production, and
estimated the ratio of methanol carbon emission to net pri-
mary carbon production at 0.024 % for grasses and to 0.11 %
for other higher plants. Their resulting best estimate for
the global methanol emission amounts to 100 Tg yr−1, three
times lower compared to theTie et al.(2003) estimate. Based
on theGalbally and Kirstine(2002) plant model and on the
net primary production and heterotrophic transpiration cal-
culated with a biogeochemical model, the plant growth and
decay sources of methanol have been estimated at 128 and
23 Tg yr−1, respectively (Jacob et al., 2005), whereas a more
recent study constrained by aircraft measurements suggested
a strong reduction of the plant growth source (by 38 %,Mil-
let et al., 2008) and indicated possible shortcomings in the
NPP-based parameterization scheme.

The Model of Emissions of Gases and Aerosols from Na-
ture (MEGAN, Guenther et al., 2006), is extended to in-
clude methanol emissions (MEGANv2.1), as described be-

low. The employed modelling approach, different from the
one based on the NPP, makes use of the net ecosystem flux
that integrates both emission and deposition processes from
all ecosystem components including foliage, trunks, leaf lit-
ter and soil microbes. The methanol flux algorithm, the ob-
servations it is based on, and the implementation of the al-
gorithm in a canopy environment model to generate global
methanol emissions from vegetation are the subject of the
two following sections.

2.2 The MEGANv2.1 algorithm

The net methanol flux,F (in µg m−2 h−1) from a terrestrial
landscape into the above canopy atmosphere is estimated as

F = E−L, (1)

whereE is the methanol emission rate andL the methanol
loss rate. The area average flux within a model grid cell is
calculated as the area weighted average of the fluxes in each
landcover type (e.g. broadleaf trees, needleleaf trees, shrubs,
crops, grass). The methanol loss rate can be calculated from
the above canopy methanol concentration and a parameter-
ized dry deposition velocity. A typical value for dry deposi-
tion flux is 50 µg m−2h−1.

The methanol emission rate is estimated as

E = γage·γCE·ε, (2)

whereε is the emission factor associated with the standard
conditions defined inGuenther et al.(2006) (800 µg m−2h−1

for northern temperate and boreal broadleaf trees, needle-
leaf trees, shrubs and crops, and 400 µg m−2h−1 for grasses
and other broadleaf trees). These emission factors are based
on whole ecosystem net methanol flux measurements re-
ported by 17 studies that characterized various ecosystems
including tropical forest (Geron et al., 2002; Karl et al.,
2004, 2007; Langford et al., 2010), warm conifer forest (Karl
et al., 2005), cool temperate conifer forest (Schade and Gold-
stein, 2001; Baker et al., 2001; Karl et al., 2002), temper-
ate broadleaf forest and plantation (Spirig et al., 2005; Karl
et al., 2003a; Jardine et al., 2008), boreal forest (Rinne et al.,
2007), croplands (Warneke et al., 2002; Schade and Custer,
2004) and grassland (Kirstine et al., 1998; Fukui and Doskey,
1998; Ruuskanen et al., 2010). Among these studies,Kirs-
tine et al.(1998) and Fukui and Doskey(1998) have used
whole ecosystem enclosure techniques with gas chromatog-
raphy analysis to quantify emissions from grasslands,Schade
and Goldstein(2001), Baker et al.(2001) andGeron et al.
(2002) used above canopy relaxed eddy accumulation with
gas chromatography analysis to measure methanol fluxes
above forests, whereas all the other studies used proton-
transfer reaction mass spectroscopy (PTR-MS) and the eddy
covariance, or disjunct eddy covariance, approach (seeKarl
et al., 2002). The daytime fluxes reported by these studies
for warm, sunny conditions range from no emissions (or a
small net uptake) to a net emission of about 3500 µg m−2h−1.
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Methanol emission factors based on the relaxed eddy accu-
mulation approach are a factor of 3 (for broadleaf trees) to
5 (for needleleaf trees) higher than emission factors based
on the eddy covariance technique. The average values for
northern temperate and boreal broadleaf trees and needle-
leaf trees are not significantly different and the MEGANv2.1
methanol emission factor for northern forests and all shrub-
lands is based on the median value of these studies. The
lower emission rates for tropical broadleaf forests are based
on recent measurements indicating lower emissions for these
landscapes (Karl et al., 2007; Langford et al., 2010). The few
measurements reported for croplands include methanol emis-
sion fluxes of alfalfa (Warneke et al., 2002) that are much
higher than the forest values, and emission fluxes from rye-
grass (Schade and Custer, 2004), that are much lower. Since
the MEGAN landcover data do not distinguish between high
and low emission crops, the value used for forests is cur-
rently used for all crops. The lower emission factor assigned
to grasslands is in agreement with the model approach of
Galbally and Kirstine(2002). Earlier enclosure studies of
grass pastures in US (Fukui and Doskey, 1998) and Australia
(Kirstine et al., 1998) reported very low methanol emissions
while more than a factor of 3 higher emissions were observed
recently from a grassland meadow in Austria using a PTR-
MS eddy covariance flux measurement technique (Ruuska-
nen et al., 2010). The differences could be due to the pres-
ence of forbs or different grass species and future methanol
modelling efforts may need to distinguish between different
grassland types.

Emission variations associated with canopy environment
and leaf age are accounted for through the dimensionless
emission activity factorsγCE andγage. The canopy-weighted
leaf age emission activity factor for methanol is calculated as

γage= FnewAnew+FgroAgro+FmatAmat+FsenAsen, (3)

where the canopy fractionsF of the new, growing, mature,
and senescing groups are calculated according toGuenther
et al. (2006) and the relative methanol emission rates as-
signed to each canopy fraction forAnew, Agro, Amat, and
Asen are equal to 3.5, 3, 1, and 1.2, respectively. The pa-
rameters used in the leaf age algorithm are based on the re-
sults of Harley et al.(2007) and Karl et al. (2003a). The
leaf age activity factor can be applied to both evergreen and
deciduous canopies, but will typically be close to 1 for ever-
green canopies. The canopy environment activity factor is a
function of temperature, photosynthetic photon flux density
(PPFD), and leaf area index (LAI), and can be calculated ei-
ther using a multi-layer canopy environment model that cal-
culates light and temperature for sunlit and shaded leaves or
by using parameterized equations for each component (tem-
perature, phorosynthetically active radiation, LAI) that are
based on simulations with the multi-layer sun/shade canopy

model (Guenther et al., 2006). Using a multi-layer model,
the canopy average value is estimated as

γCE= CCE·γPT·LAI , (4)

whereCCE is equal to 0.58, andγPT is the weighted average,
for all leaves, of activity factors that account for the influence
of light and temperature, and LAI is the leaf area index.

Methanol emissions increase exponentially with increas-
ing temperature and tend to have elevated values with higher
PPFD (Harley et al., 2007). MEGANv2.1 assumes that all
biogenic VOCs can be produced by both light dependent and
light independent emission processes. The leaf level temper-
ature and light response is calculated as

γPT= (1−LDF) ·γT−li +LDF ·γP·γT−ld, (5)

where the LDF is the light-dependent fraction of the emis-
sions at standard conditions (= 0.8 for methanol),γP is the
light response of methanol emissions,γT−ld is the temper-
ature response for the light-dependent fraction of the emis-
sions,γT−li is the temperature response for the remainder of
the emissions that are not light dependent.

The activity factorsγP and γT−ld for methanol are cal-
culated using the isoprene light and temperature dependent
equations described byGuenther et al.(2006), expressed as

γT−ld = Eopt·
[
CT2 ·eCT1·x/(CT2−CT1 ·(1−eCT2·x))

]
, (6)

where for methanol the values of the coefficients areCT1 =

60,CT2 = 230,x =
[
(1/Topt)−(1/T )

]
/0.00831, andT is the

leaf temperature (K). At the MEGAN standard conditions,
Eopt = 1.61 andTopt = 313 K. These may vary with past
light and temperature conditions, as is the case for isoprene
(Guenther et al., 2006), but are held constant in MEGANv2.1
due to a lack of observations for characterizing these pro-
cesses. For light independent emissions we have

γT−li = exp(β(T −303)), (7)

whereT is the leaf temperature andβ is the temperature
response factor which is assigned a value of 0.08 K−1 for
methanol. The observed values forβ from above canopy
field studies ranges from 0.01 to 0.16 with a median value
of 0.073. A similar average value of 0.08 K−1 is reported by
Harley et al.(2007), based on controlled enclosure measure-
ments on crops, needleleaf and broadleaf trees.

2.3 Global biogenic methanol emission inventory

To determine the height-dependent leaf temperature and ra-
diation fluxes inside the canopy, we use the Model for HY-
drocarbon emissions by the CANopy (MOHYCAN) (Müller
et al., 2008). The model calculates PPFD and leaf temper-
ature at eight canopy levels based on canopy-top estimates
for the visible and near-infrared radiative fluxes (including
their diffuse and direct components), air temperature, wind
speed, and relative humidity. These estimates are obtained
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Fig. 1. Global biogenic methanol emissions in January and in July calculated using the
MEGANv2.1 algorithm and the MOHYCAN canopy model, and downgraded to the IMAGESv2
model resolution (4◦ × 5◦). Units are 1010molec.cm−2s−1.

48

Fig. 1. Global biogenic methanol emissions in January and in July calculated using the MEGANv2.1 algorithm and the MOHYCAN canopy
model, and downgraded to the IMAGESv2 model resolution (4◦

×5◦). Units are 1010mol cm−2 s−1.

from ERA-Interim fields for the downward solar radiation,
cloud cover fraction, air temperature and wind speed directly
above the canopy, provided every 6 h and re-gridded at a res-
olution of 0.5◦

× 0.5◦ between 2003 and 2009. The emis-
sions are calculated for both cloudy and clear conditions with
cloud optical depth being estimated based on the cloud cover
fraction and the solar radiation flux. Leaf area index data are
obtained from the collection 5 MODIS 8-day product gen-
erated by compositing daily Aqua and Terra observations
(Shabanov et al., 2007) at 1 km2 resolution. This dataset
is available between July 2002 and the present date via ftp
at the MODIS Land site (ftp://e4ftl01u.ecs.nasa.gov/MOTA/
MCD15A2.005). The LAI of vegetated areas is determined
by dividing the MODIS LAI by the vegetated fraction of the
grid cell (Guenther et al., 2006).

Global monthly averaged methanol fluxes are generated
at a resolution of 0.5◦ for all years between 2003 and 2009
and are available at the MOHYCAN model website (http:
//tropo.aeronomie.be/models/mohycan.htm). In the follow-
ing we present methanol emission fluxes for 2009. The glob-
ally estimated source of methanol for this year amounts to
105 Tg. Monthly averaged global methanol fluxes in January
and July at 4◦ ×5◦ resolution are illustrated in Fig.1.

3 Modelling the oceanic methanol flux

The parameterization used for the emission and uptake
of methanol by the oceans follows the approach of
Millet et al. (2008). The flux of methanol is expressed by the
Liss and Slater(1974) two-layer model :

F = Kw(CgH
−1

−Cw) (mol cm−2s−1), (8)

whereCg andCw (in mol cm−3) are the methanol concentra-
tions in the atmosphere and in water, respectively,

H−1
= KHRT (9)

with KH (mole l−1 atm−1) being the Henry’s law constant
for methanol (Snider and Dawson, 1985), R the ideal gas

constant (=8.205×10−2l atm mole−1 K−1), andT the water
temperature (in K). The termKw is expressed by

K−1
w = k−1

w +(kgH)−1, (10)

wherekg andkw are the gas phase and liquid phase trans-
fer velocity, respectively, parameterized according toJohn-
son(2010), based on 6-hourly distributions of surface ocean
temperature and wind velocity at 10 m above the ocean ob-
tained from the ECMWF ERA-Interim re-analysis.

Annually averaged oceanic methanol emission fluxes and
deposition velocity (=(H/kw +1/kg)

−1, cm s−1), calculated
using the above parameterization are shown in Fig.2. The
global methanol oceanic source amounts to 43 Tg, in good
agreement withHeikes et al.(2002) (30 Tg yr−1), whereas
the calculated uptake with the IMAGESv2 model is es-
timated at 48–56 Tg (Table1), resulting in a global an-
nual net methanol sink of ca. 5–13 Tg yr−1. This sink is
largest (>7×109 mol cm−2 s−1) near continental coasts, and
becomes a weak source over open water regions, in agree-
ment with reported results byMillet et al. (2008). How-
ever, the ocean source (and sink) estimated byMillet et al.
(2008) is twice as large as our estimate. This difference stems
mainly from the use of an older parameterization (Asher,
1997) for the gas-phase transfer coefficientkg in Millet et al.
(2008). In fact, the use ofMillet et al. (2008) parameteriza-
tion in our model would result in an ocean source estimate
of 90 Tg yr−1, very close to theMillet et al. (2008) reported
value (85 Tg yr−1).

4 Methanol simulated with IMAGESv2

The IMAGESv2 global chemistry-transport model runs at
4◦

× 5◦ resolution and is resolved at 40 vertical levels
from the surface up to the pressure of 44 hPa. It cal-
culates the daily averaged concentrations of 100 trace
gases using a time step of 1 day, while accounting for
the impact of diurnal variations of the chemical com-
pounds through correction factors computed via a diurnal
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Table 5. Performed sensitivity inversions, and corresponding tropical, extratropical and global
biogenic methanol source expressed in Tg/yr.

Description Name Global Tropical Extra-tropical

Standard OptS2 100 62 38
Double convective fluxes OptS2-conv 99.4 61.2 38.2
Methanol dep. velocity
increased by 60% OptS2-drydep 112 69 43
OH concentrations from
Spivakovsky et al. (1990) OptS2-OH 91.5 59.5 32
Use Jacob et al. (2005)
a priori source OptS1 103.8 62.4 42.4

Fig. 2. Annually averaged methanol ocean emission fluxes (left, in 1010molec.cm−2s−1), and
deposition velocity over ocean (right), expressed in cm s−1.

50

Fig. 2. Annually averaged methanol ocean emission fluxes (left, in 1010mol cm−2 s−1), and deposition velocity over ocean (right), expressed
in cm s−1

Table 1. Performed simulations and global a priori and a posteriori annual methanol budgets calculated with IMAGESv2 and comparison
with previous work byMillet et al. (2008).

Performed Simulations

Forward S1 uses biogenic source fromJacob et al.(2005)
Forward S2 uses the MEGANv2.1 biogenic source
Inversion OptS2 based on S2, is constrained by IASI data

Sources (Tg yr−1)

Simulations S1 S2 OptS2 Millet et al. (2008)

Anthropogenic 9.3 9.3 9.3 17a

Pyrogenic 5.3 5.3 4.3
Biogenic 151 104.7 100 103b

Oceanic 42.7 42.7 42.7 85
Atmospheric
production 30.7 30.9 31.1 37

Total 239 193 187 242

Sinks (Tg yr−1)
OH oxidation 131 107 108 88
Dry dep. land 48 34 28 40
Dry dep. ocean 56 49 48 101
Wet deposition 3.6 3 2.7 13

Lifetime (days) 5.8 5.8 5.7 4.7
Burden (Tg) 3.7 3.0 2.9 3.1

Notes:a refers to the sum of anthropogenic, biomass burning, and biofuel source,b : includes a plant growth source of 80 Tg yr−1 and a plant decay source of 23 Tg yr−1.

cycle simulation with a 20-min time step. The model
is described thoroughly in a number of previous studies
(Müller and Stavrakou, 2005; Stavrakou et al., 2009a,b).

Biogenic emissions of methanol are obtained either from
the Jacob et al.(2005) inventory or by the MEGANv2.1
algorithm described in Sect.2. Jacob et al.(2005) used
net primary production and heterotrophic respiration to pa-
rameterize the plant growth and decay sources of methanol,
with a total annual emission flux that is 44 % higher than in
MEGANv2.1 (151 vs. 104.7 Tg yr−1).

Global anthropogenic NMVOC emissions are obtained
from the RETRO database for the year 2000 (http://retro.
enes.org/dataemissions.shtml). Over Asia, RETRO is re-
placed by the REAS inventory for anthropogenic NMVOC
emissions in 2009 (Ohara et al., 2007). Assuming that
methanol represents 100 % of alcohol emission in RETRO
and 50 % of the “other hydrocarbons” category in REAS, the
global annual anthropogenic source of methanol (including
biofuel use) amounts to 9.3 Tg yr−1.
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Fig. 3. Top panels : A priori global maps of annually averaged methanol columns simulated in
S1 and S2 (Table 1). Bottom left : IASI yearly averaged methanol column abundances for 2009
gridded onto a 4◦ × 5◦ horizontal resolution. Blanks correspond to regions where the quality
of the retrievals might be doubtful, mainly due to emissivity problems (Razavi et al., 2011).
Bottom right : Methanol columns inferred from the OptS2 inversion study (Table 1). Units are
1014 molec.cm−2. Note that modelled columns account for IASI averaging kernels.
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Fig. 3. Top panels: a priori global maps of annually averaged methanol columns simulated in S1 and S2 (Table1). Bottom left: IASI yearly
averaged methanol column abundances for 2009 gridded onto a 4◦

×5◦ horizontal resolution. Blanks correspond to regions where the quality
of the retrievals might be doubtful, mainly due to emissivity problems (Razavi et al., 2011). Bottom right: methanol columns inferred from
the OptS2 inversion study (Table1). Units are 1014mol cm−2. Note that modelled columns account for IASI averaging kernels.

Monthly vegetation fire emissions are obtained from the
newly released version 3.1 of the Global Fire Emission
Database (GFED,http://www.falw.vu/∼gwerf/GFED/index.
html). This dataset comprises a distinction between emis-
sions from savanna, woodland, and forest fires, agricultural
waste burning, peatlands, deforestation and degradation fires
(van der Werf et al., 2010). Trace gas emissions have been
derived from carbon emissions using emission factors ob-
tained fromAndreae and Merlet(2001) with updates from
M. O. Andreae, personal communication, 2007. The global
methanol biomass burning flux is estimated at 5.3 Tg in 2009.

In the atmosphere methanol is formed through reactions of
the methylperoxy radical (CH3O2) with itself or through its
reactions with other organic peroxy radicals. It is also formed
through the photolysis of glycolaldehyde. The atmospheric
production source in IMAGESv2 amounts to 31 Tg yr−1

globally, in good agreement with past modelling studies
(Galbally and Kirstine, 2002; Jacob et al., 2005; Millet et al.,
2008).

The global methanol emission amounts to 239 Tg yr−1 in
the S1 simulation using theJacob et al.(2005) emission
model, and to 193 Tg yr−1 in S2 using the MEGANv2.1
source (Table1).

More than half the atmospheric methanol is removed
through OH-oxidation, the remainder through dry deposi-

tion to land and ocean. Wet deposition contributes little to
the global sink (Table1). The dry deposition velocity of
methanol to land is parameterized as a function of the leaf
area index (LAI), obtained from the MODIS satellite for
2005 (Zhang et al., 2004). It is assumed to increase lin-
early from 0 to 0.75 cm s−1 when LAI increases from 0 to
6 m2m−2. A comprehensive description for the wet scaveng-
ing parameterization used in IMAGESv2 is given in the Sup-
plement ofStavrakou et al.(2009b). The Henry’s Law coef-
ficient used for methanol is equal to 5.8×10−6exp(5200/T )

mol l−1 atm−1 (Snider and Dawson, 1985; Sander, 1999).
The global annual methanol budget is illustrated in Ta-
ble 1 (first three columns), and simulated a priori methanol
columns in S1 and S2 are illustrated in Fig.3.

5 Inversion constrained by IASI methanol columns

5.1 Methanol retrievals from IASI

Launched in 2006, the IASI/MetOp-A nadir looking Fourier
transform spectrometer probes the Earth’s atmosphere in the
thermal infrared spectral range. It has a 12-km footprint di-
ameter at nadir and is able to deliver two global earth cov-
erages per day with a very good signal-to-noise ratio. The
capabilities of IASI to measure the atmospheric composition
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are presented in a number of studies, e.g.Clerbaux et al.
(2009); Coheur et al.(2009); George et al.(2009); Boynard
et al. (2009). Recently, IASI has been used to derive global
tropospheric methanol column distributions, as thoroughly
described inRazavi et al.(2011). The retrieval method is
briefly presented here.

The method applied to retrieve methanol column data is
based on brightness – temperature differences (1Tb) be-
tween the target channel of 1033 cm−1, where the methanol
absorption in the IASI spectra is the strongest, and contigu-
ous baseline channels at 1019, 1019.5, 1036.25, 1038, 1047
and 1048.5 cm−1, where the methanol absorption is weak
(Razavi et al., 2011). The method then consists in (i) de-
termining global1Tb values, which provide qualitative in-
formation about the strength of the absorption, (ii) apply-
ing a correction in order to minimize the impact of ozone
and water vapor, and (iii) converting1Tb to total columns
through a radiative transfer model. To reduce computational
cost, radiative transfer calculations have been performed over
a limited number of world regions, and the conversion fac-
tors were derived by matching the retrieved columns on the
corresponding1Tb over land and over ocean. They are ap-
plied to deduce total methanol column distributions on the
global scale (Razavi et al., 2011). Only daytime (09:30 lo-
cal time) clear sky scenes are considered in the retrieval and
measurements above sand surfaces are filtered out because
of emissivity spectral features. Currently, available prod-
ucts are monthly averages. The relative error on the re-
trieved monthly methanol column is estimated at approxi-
mately 50 % over continents, although it can be higher in
case of low thermal contrast and/or low signal-to-noise ratio.
An absolute error of 1016 mol cm−2 is therefore quadratically
added to this constant relative error.

The annual methanol column abundances obtained from
IASI for 2009 are illustrated in the bottom left panel
of Fig. 3. The observed enhanced CH3OH columns
(>3×1016 mol cm−2) are associated with strong emissions
from plants and vegetation fires, whereas very low columns
are observed over the oceans.

The IMAGESv2 columns are compared with IASI column
abundances in 2009 after a 4-month spin-up period starting
on 1 September 2008. Mean averaging kernels (separated for
land and ocean profiles) were used to account for the vertical
sensitivity of the IASI instrument. This is an approximation
as the vertical sensitivity is not constant and depends on the
temperature and the type of surface. For instance, less in-
formation near the ground is usually acquired over ocean or
forest surfaces. As shown inRazavi et al.(2011), the IASI
total column averaging kernels peak between 5 and 10 km
and are very broad, suggesting that IASI measurements are
mostly sensitive to free to mid tropospheric columns. The
seasonality of the IASI data is compared to the model sea-
sonality for selected large world regions in Figs.5 and 6. A
discussion on these results follows in Sect.7.

5.2 Inverse modelling approach

The inversion scheme used for deriving “top-down”
methanol emission updates is based on the adjoint of
IMAGESv2 (Müller and Stavrakou, 2005; Stavrakou and
Müller, 2006), which has been used in earlier studies to in-
fer emissions of reactive gases constrained by satellite data
(Stavrakou et al., 2008, 2009b,c). The adjoint method is
used to compute the derivatives of the cost function (misfit
between the model and the observations)

J (f) =
1

2

[
(H(f)−y)T E−1(H(f)−y)+ fT B−1f

]
, (11)

with respect to a number of control variablesf (emission
parameters) allowing to address problems involving a very
large number of control variables, like grid-based inversions
where fluxes are updated at every model grid cell. In Eq. (11)
H(f) is the model operator acting on the control variables,y
is the observation vector,E, B are the covariance matrices of
the errors on the observations and the emission parametersf,
respectively, andT is the transpose of the matrix. The cost
function J is minimized through an iterative descent algo-
rithm which makes use of the forward and the adjoint model
of IMAGESv2. A set of updated emission fluxes is deter-
mined after ca. 20 iterations (Stavrakou and M̈uller, 2006).

The methanol concentration in water (Cw, Eq. (8) is taken
equal to 7.1×1013 mol cm−3, which corresponds to the mean
surface ocean concentration of 118 nmole l−1 measured in
the tropical Atlantic (Williams et al., 2004).

Two emission categories are optimized, namely the py-
rogenic and biogenic emissions, while anthropogenic and
ocean emissions are kept at their a priori values (Table1).
The number of unknowns to be determined by the inversion
is equal to ca. 15 000 (5000 for biomass burning, 10 000 for
biogenic). The errors on the emission parameters, which are
represented by the diagonal elements of theB matrix, are as-
sumed to be a factor of two for biogenic emissions, and a fac-
tor of 2.5 for biomass burning. Spatial and temporal correla-
tions are introduced in the inversion through the off-diagonal
elements of theB matrix, as inStavrakou et al.(2009c). The
spatial correlations between errors on the emissions from two
grid cells are assumed to decay exponentially with the dis-
tanced between the grid cells,e−d/`, with ` = 500 km for
both emission categories. Temporal correlations are assumed
to decrease linearly between 0.25 for adjacent months and
zero for a 6-month time lag.

The inversion study OptS2 (Table1) is performed using
MEGANv2.1 as a priori for plant emissions. The inversion
is constrained by IASI columns over continents. Oceanic
data are excluded from the inversion due to their large un-
certainties. The inferred methanol budget is illustrated in
Table1 (fourth column) and annually averaged global maps
of methanol columns are shown in Fig.3. The derived an-
nual ratio of the optimized to the prior source is illustrated
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Fig. 4. Annual ratios of a posteriori to a priori biogenic (left) and biomass burning (right) emis-
sions inferred by the OptS2 inversion study.
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Fig. 4. Annual ratios of a posteriori to a priori biogenic (left) and biomass burning (right) emissions inferred by the OptS2 inversion study.

Fig. 5. Comparisons over selected regions between monthly averaged IASI methanol columns
(black diamonds) with modelled columns of the S1 (black), S2 (blue), and OptS2 (red) simula-
tions of Table 1. Numbers in the right end of each plot correspond to the correlation coefficients
calculated for each simulation.
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Fig. 5. Comparisons over selected regions between monthly averaged IASI methanol columns (black diamonds) with modelled columns
of the S1 (black), S2 (blue), and OptS2 (red) simulations of Table1. Numbers in the right end of each plot correspond to the correlation
coefficients calculated for each simulation.
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Fig. 6. As in Fig. 5 but for tropical and oceanic regions.
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Fig. 6. As in Fig.5 but for tropical and oceanic regions.

in Fig. 4 and the inferred regional changes in the biogenic
source strength are summarized in Table2.

6 Independent methanol observations used for
model evaluation

6.1 Airborne data

Methanol distributions obtained from different aircraft field
campaigns are used to evaluate the model predictive skills for
methanol concentrations. More specifically we use:

1. The INTEX-A (Intercontinental Chemical Transport
Experiment – North America) mission conducted in the
summer of 2004 (1 July to 15 August 2004) over North
America and the Atlantic aboard a DC-8 aircraft plat-
form. The plane flew from the US west coast, over the
Pacific, moved to mid-America, the Eastern US coast,
and the north western Atlantic. The data and flight
tracks are available via the NASA INTEX-NA archive
(ftp://ftp-air.larc.nasa.gov) and an overview of the mis-
sion is provided inSingh et al.(2006).

Table 2. Biogenic emission estimates of methanol (in Tg yr−1) in
large world regions before and after optimization.

Regions S2 OptS2

Europe 6.1 8.2
North America 13.2 15.2
South America 27.4 18.0
Northern Africa 14.2 14.3
Southern Africa 12.6 11.7
South Asia 16.2 14.0

Global 104.7 100

2. The NOAA WP-3D aircraft platform employed during
the NEAQS-ITCT (New England Air Quality Study –
Intercontinental Transport and Chemical Transforma-
tion) study. The methanol measurements have been
obtained between 5 July to 15 August 2004 using a
PTR-MS (Proton Transfer Reaction Mass Spectrome-
ter) instrument over the region of the Ohio Valley, the
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Fig. 7. Mean simulated (for 2009) and observed vertical distributions of methanol concentra-
tions during the INTEX-A, NEAQS, INTEX-B, PEM-Tropics-B and TRACE-A aircraft campaigns.
Regions are : North America (25-55 N, 45-130 W), Mexico (0-25 N, 85-110 W), N. Pacific (25-
55 N, 160-230 E), South Tropical Pacific (0-40 S, 180-275 W). Colored curves correspond to
the simulations of Table 1, black for S1, blue for S2, and red for the OptS2 inversion. The num-
ber of observations available at each altitude bin is given on the right end of each plot. Error
bars are standard deviations. 55

Fig. 7. Mean simulated (for 2009) and observed vertical distributions of methanol concentrations during the INTEX-A, NEAQS, INTEX-B,
PEM-Tropics-B and TRACE-A aircraft campaigns. Regions are: North America (25–55◦ N, 45–130◦ W), Mexico (0–25◦ N, 85–110◦ W),
N. Pacific (25–55◦ N, 160–230◦ E), South Tropical Pacific (0–40◦ S, 180–275◦ W). Colored curves correspond to the simulations of Table1,
black for S1, blue for S2, and red for the OptS2 inversion. The number of observations available at each altitude bin is given on the right end
of each plot. Error bars are standard deviations.

eastern seaboard, New England and the North Atlantic
(http://www.esrl.noaa.gov/csd/2004/p3platform.shtml).

3. The INTEX-B two-phase aircraft mission conducted
in spring 2006 (1 March to 15 May) over the region
of Mexico in March (first phase) and over the Pacific
in April and May (second phase). Detailed informa-
tion on this mission is provided at the INTEX-B web
site (http://www.espo.nasa.gov/intex-b/index.html) and
a large number of studies realized using INTEX-B mea-
surements are included inMolina et al.(2010).

4. The PEM-Tropics B (Pacific Exploratory Mission in
the central and eastern regions of the tropical Pacific
Ocean basin) and TRACE-P (Transport and Chemical

Evolution over the Pacific) aircraft missions conducted
in March–April 1999 and February–March 2001, re-
spectively, as part of NASA’s Global Tropospheric Ex-
periment (GTE). Detailed information on these experi-
ments can be found at the GTE page (http://www-gte.
larc.nasa.gov/gtefld.htm). The data, compiled onto a
5×5 degrees grid with a vertical resolution of 1 km by
Emmons et al.(2000), can be accessed through the data
composites web page (http://acd.ucar.edu/∼emmons/
DATACOMP/camptable.htm).

A compilation of in situ literature measurements of
methanol concentrations is also used to evaluate the a priori
and optimized model performance. Detailed descriptions of
these data can be found in the references of Table5. The data
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Fig. 8. Comparison between data from the INTEX-A and NEAQS campaigns and model con-
centrations from S1, S2 and OptS2 simulations averaged between the surface and the altitude
of 1 km. The mean methanol concentrations over the corresponding aircraft flight domains are
provided inset.
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Fig. 8. Comparison between data from the INTEX-A and NEAQS campaigns and model concentrations from S1, S2 and OptS2 simulations
averaged between the surface and the altitude of 1 km. The mean methanol concentrations over the corresponding aircraft flight domains are
provided inset.

are compared with modelled concentrations before and after
the inversion averaged for the given measurement duration
(Fig. 9). Besides these data, we also evaluate the model us-
ing recently retrieved methanol concentrations at a European
forest site, and methanol total columns from FTIR (Fourier
Transform Infrared) measurements at a southern tropical re-
mote site in the Indian ocean. These datasets are briefly de-
scribed below.

The Vielsalm measurement site is located in the Belgian
Ardenne forest (50.3◦ N, 6◦ E, altitude: 450 m). This site
has a mixture of coniferous species, mainly Douglas fir, Nor-
way spruce, silver fir, and deciduous species, mainly beech.
Long-term BVOC ecosystem-scale flux measurements were
performed from a 52 m high tower by the disjunct eddy-
covariance technique (see e.g.Spirig et al., 2005) between
26 June and 16 November 2009, and from 25 March until 16
November 2010. A PTR-MS is used for on-line sensitive and
fast BVOC concentration measurements. Monitored BVOC
are formic and acetic acid, methanol, acetaldehyde, acetone,
isoprene, sum of methyl vinyl ketone and methacrolein, C5
alcohols, and the sum of monoterpenes. A detailed descrip-

tion of the experimental setup can be found inLaffineur et al.
(2010). Comparisons of monthly averaged model concentra-
tions in 2009 and measured concentrations between July and
September 2009, and between April and September 2010 are
shown in Fig.10.

The FTIR instrument at the Reunion Island (21◦ S, 55◦ E)
is operating on a quasi-continuous basis since May 2009,
whereas three campaigns have been conducted in previous
years (Senten et al., 2008; Vigouroux et al., 2009). For this
work we focus on the period between June and December
2009. The methanol retrievals are performed in the 1029–
1037 cm−1 spectral range, in the region of theν8 Q branch
(see alsoBeer et al., 2008; Coheur et al., 2009). Methanol
vertical profiles at Reunion are retrieved using the inversion
algorithm SFIT2Rinsland et al., 1998(v3.94), and using an
a priori volume mixing ratio profile constant at 0.9 ppbv be-
low 12 km, decreasing rapidly above this altitude to reach
0.1 ppbv at 20 km, in consistency with the PEM-Tropics-B
aircraft mission (Fig. 7) and ACE-FTS measurements (Du-
four et al., 2006). The retrieval is constrained by Tikhonov
L1 regularization (Tikhonov, 1963) as in Vigouroux et al.

Atmos. Chem. Phys., 11, 4873–4898, 2011 www.atmos-chem-phys.net/11/4873/2011/



T. Stavrakou et al.: Global methanol emission fluxes deduced from IASI data 4885

Fig. 9. In situ measurements of methanol concentrations shown on Table 4 are compared with
the predicted concentrations from simulations S1 (in black), S2 (in blue) and OptS2 (in red).
For each simulation, the slopes of the regression lines passing through the origin as well as
their standard deviations are illustrated inset respecting the same color code.
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Fig. 9. In situ measurements of methanol concentrations shown on Table5 are compared with the predicted concentrations from simulations
S1 (in black), S2 (in blue) and OptS2 (in red). For each simulation, the slopes of the regression lines passing through the origin as well as
their standard deviations are illustrated inset respecting the same color code.

(2009). Due to the low degree of freedom for the signal,
only total columns are delivered. Monthly averaged model
columns are compared with monthly averaged observations
in Fig. 11.

6.2 Surface-based data

7 A priori results – discussion

The use of the NPP-basedJacob et al.(2005) a priori in-
ventory in the S1 experiment leads to significantly higher
methanol columns compared to those by the satellite over
the majority of continental regions (Fig.3). On an annual ba-
sis, the largest overestimation is found over Amazonia (fac-
tor of 2–3), and over Africa and Indonesia (factor of 1.5–2),
whereas more moderate overestimations are observed over
Europe, Northern America and Australia, and a good over-
all agreement is found over Siberia. In the S2 simulation,
the model output lies closer to IASI data, despite persistent
overestimations in the Tropics, which are nevertheless less
significant compared to S1.

In Fig. 7 we present comparisons between the mean sim-
ulated (using S1, S2, and OptS2) and observed vertical pro-
files of methanol concentrations above large continental and
oceanic regions. The model concentrations have been aver-
aged over the same regions taking into account the location
of the measurements. Comparisons between INTEX-A and
NEAQS data and modelled concentrations below 1 km are
shown in Fig.8.

A model feature, not corroborated by the comparisons
with IASI, is the important difference between methanol
columns over eastern and western US (Fig.3). Another com-
mon feature of both simulations is the strong model underes-
timation over Central Asia (factor of 3), as well as signif-
icant underestimations over Western US and Western Aus-
tralia (up to a factor of 2), due to the very low methanol
source estimated by both plant emission models in arid,
semi-arid regions or short-grass steppe and limited cropland
ecosystems. Supporting evidence for higher-than-predicted
methanol concentrations is provided by INTEX-B mission
measurements made aboard a C-130 aircraft in April–May
2006 above the westernmost US (Fig.7). In this case the
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Fig. 10. Comparison between measured methanol concentrations near Vielsalm in Belgium
(Table 4) and model results from the S1 (in black) and S2 (in blue) a priori simulations and from
the OptS2 simulation (in red), see Table 1. Error bars correspond to the standard deviation. The
average model/data bias and root mean square deviation are indicated inset in parentheses for
each simulation.
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Fig. 10. Comparison between measured methanol concentrations
near Vielsalm in Belgium (Table5) and model results from the S1
(in black) and S2 (in blue) a priori simulations and from the OptS2
simulation (in red), see Table1. Error bars correspond to the stan-
dard deviation. The average model/data bias and root mean square
deviation are indicated inset in parentheses for each simulation.

model underprediction is, on average near the surface, simi-
lar to the one with IASI columns over the same region (factor
of 2–3). Furthermore, long-term free tropospheric methanol
measurements recorded at Kitt Peak Observatory (31.9◦ N,
111.6◦ W) between 2.09 and 14 km (Rinsland et al., 2009)
corroborate the IASI measurements both in terms of magni-
tude and seasonality, showing a similar peak-to-trough am-
plitude of about 3 between winter and summer, as shown in
Fig. 12. The model underestimates the Kitt Peak observed
columns by almost a factor of two in summertime, and by
15 % during winter, i.e. the seasonal variation is partly repro-
duced but is less pronounced. The model underestimation
points to the existence of a larger-than-modelled biogenic
methanol source in such ecosystems.Geron et al.(2006)
investigated biogenic VOC emissions from common desert
plants in the southwestern US. The study was focused on ter-
penoid emissions but some cut branches were analysed with
a PTR-MS system so that emissions of methanol and other
compounds could be investigated. They observed extremely
high methanol rates, 100 to 250 µg g−1 h−1, which is sev-
eral orders of magnitude higher than typically observed for
other plant species. These high rates were attributed to the
experimental approach of cutting branches and placing them
in water in order to transport the branches for analysis. How-
ever, the process by which these plants were able to produce
high methanol emission rates was not identified. More re-
cently, Jardine et al.(2010) reported first in-situ measure-
ments of methanol fluxes from a desert shrub, creosote bush,
which is a dominant species in the North American Sono-
ran and Mojave deserts. The average 4.5 µg g−1 h−1 emis-
sion factor for creosote bush is more than a factor of two
higher than the average emission factors of other trees and
shrubs (seeHarley et al.(2007) and literature reviewed by

Seco et al., 2007), although it is well within the range of
these values. Extrapolating theJardine et al.(2010) mea-
surements to the canopy scale results in a MEGAN methanol
emission factor of∼ 2 mg m−2 h−1 for creosote bush, which
is more than twice the value used for shrubs in MEGANv2.1.
These limited enclosure measurements, along with the IASI
satellite observations, suggest that the desert vegetation has
a relatively high methanol emission capacity. Above canopy
flux measurements are needed to verify this conclusion. The
satellite columns remain, however, the only available source
of information over Central Asia and western Australia, so
that a similar multi-sensor-to-model comparison cannot be
conducted.

The Jacob et al.(2005) biogenic emissions used in the
S1 simulation lead to modelled methanol columns over
northeastern US that are on average by 60 % higher than
IASI, while the overestimation reaches 90 % in summertime
(Fig. 5). This is consistent with the overestimation reported
in Millet et al. (2008) with respect to aircraft observations
over the US when theJacob et al.(2005) plant emissions
were used, which was attributed to a possible overestimation
of theGalbally and Kirstine(2002) emission factors used to
derive theJacob et al.(2005) methanol emissions.Millet
et al.(2008) found that halving the values for all plant func-
tional types, or reducing the emission factors for broadleaf
trees and crops by a factor of four, improved significantly
the agreement with the observations. On the other hand,
the use of MEGANv2.1 greatly improves the comparison
wih the satellite data: the model overestimates by less than
10 % in both Northeastern and Southeastern US over the en-
tire year, although the overprediction reaches 28 % in sum-
mertime southeastern US. Comparisons of S1 results with
INTEX-A and NEAQS aircraft data (Sect.6.1, Fig.7) present
also large overestimations in the boundary layer below 1 km,
by 50 % and 95 % for INTEX-A and NEAQS, respectively,
while the S2 predicted concentrations agree with the mea-
surements within 10 % (Fig.8). This result is corroborated
by surface measurements at North American sites (most of
them in Eastern US), shown in Table5. As shown in Fig.9,
the S1 predicted concentrations yield a mean overestimation
of 44 % at these sites, whereas S2 underpredicts the mea-
surements by ca. 10 %. However, in spite of the better over-
all model performance near the surface when S2 results are
considered, comparisons of modelled to aircraft vertical pro-
files from INTEX-A, INTEX-B and NEAQS missions above
North America show an important underestimation (up to
45 % in the case INTEX-A) of methanol concentrations in
the free troposphere (Fig.7). The reasons for this behaviour
are not completely clear and will be addressed in Sect.10.

The comparisons with aircraft measurements and in situ
measurements over ocean point to a general model under-
estimation over the oceans (Fig.7, Table 5, Fig. 9), sug-
gesting a more significant ocean source than the one con-
sidered in the model (Sect.3) and/or to an overestimated
ocean deposition sink. High concentrations over ocean have
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been also reported in earlier aircraft campaign measurements
over the Pacific (Singh et al., 1995, 2001). Nevertheless, the
model/IASI comparisons over the Pacific, Atlantic and In-
dian ocean do not confirm these conclusions (Fig.6). The
predicted columns turn out to be higher than IASI observa-
tions in almost all regions and months, and they exhibit al-
most no seasonal variation, as opposed to the observations.
It should be noted, however, that the IASI signal over the
oceans is weak and large errors are associated to the columns.
This issue warrants further study and underscores the need
for further measurements at remote oceanic sites.

The MEGANv2.1 inventory reproduces better the mag-
nitude and seasonal variation of the observed columns in
most regions. This is also reflected in the correlation co-
efficients given in Figs.5 and 6. In Indonesia, the S2
model overprediction with respect to IASI columns (fac-
tor of 2, Fig.5) is in line with comparisons between mod-
elled and observed methanol concentrations obtained dur-
ing the OP3 campaign conducted in 2008 in the Malaysian
rainforest during the wet (April–May) and early dry season
(June–July) (Langford et al., 2010). More specifically, the
S2 methanol concentrations calculated at the model grid cell
comprising the campaign site located in northeastern Bor-
neo (5◦ N, 118◦ E) are 2.5 times higher than the concen-
trations of 1.2± 0.46 ppbv, and 1.5± 0.67 ppbv observed in
the wet and dry season, respectively. This finding could
be partly explained by an overestimation of the methanol
emission rate assumed in MEGANv2.1 for broadleaf forests
(400 µg m−2 h−1, Sect.2.2). In fact, flux measurements of
methanol reported inLangford et al.(2010) at this rainforest
site have a mean value very close to zero and a large variabil-
ity (−33± 300 µg m−2 h−1), suggesting that dry deposition
plays an important role. Furthermore, these fluxes over Bor-
neo are much lower than the net fluxes measured in the Ama-
zon rainforest byKarl et al. (2004) (500 µg m−2 h−1). Such
considerable discrepancies make evident that large variabil-
ity is associated to measured fluxes even for relatively similar
rainforest biomes, and therefore, the use of a single flux value
for all broadleaf trees in MEGANv2.1 cannot be but a crude
estimate. In Amazonia, the S2 model overestimation with re-
gard to IASI reaches up to 50–70 % depending on the region
(Fig. 6), but it is much more significant in the S1 simulation,
in line with the findings ofMillet et al. (2008). The use of
MEGANv2.1 produces a nice agreement with IASI over the
Goias province in central Brazil, a region of Brazil covered
with woodland savanna, and Uruguay, mainly covered with
tall prairie grass plains, lending confidence to the assumed
methanol rates for grasslands in MEGANv2.1 (Fig.6).

Above Africa and Australia, the comparisons of the S2 re-
sults with the IASI columns yield a satisfactory agreement
both in terms of amplitude and seasonality, whereas the S1
simulation falls short of capturing the observed variations in
the columns, as indicated by the negative calculated corre-
lation coefficients. This suggests that the representation of
methanol emissions based on net primary production as inJa-

Fig. 11. Comparison between FTIR methanol columns at Reunion Island and model results
from the S1 (in black) and S2 (in blue) a priori simulations and from the OptS2 simulation (in
red), see Table 1. Green and orange error bars correspond to the standard deviation of FTIR
measurements and the assumed error on IASI columns, respectively. The average model/FTIR
bias and root mean square deviation are indicated inset in parentheses for each simulation.
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Fig. 11. Comparison between FTIR methanol columns at Reunion
Island and model results from the S1 (in black) and S2 (in blue) a
priori simulations and from the OptS2 simulation (in red), see Ta-
ble1. Green and orange error bars correspond to the standard devia-
tion of FTIR measurements and the assumed error on IASI columns,
respectively. The average model/FTIR bias and root mean square
deviation are indicated inset in parentheses for each simulation.

Fig. 12. Comparison between (1) monthly averaged FTIR data obtained at the Kitt Peak Ob-
servatory (31.9 N, 111.6 W, 2.09-km asl) with a 1-m Fourier transform spectrometer between
October 1981 and December 2003 (Rinsland et al., 2009) (in green), (2) IASI columns (in
orange), (3) columns simulated by S1, S2 and OptS2 between 2.04 and 14 km. The total un-
certainty in the 2.09-14-km FTIR methanol columns due to both random and systematic errors
is estimated at less than 20% (Rinsland et al., 2009). The correlation coefficient between the
model and the FTIR data is equal to 0.55 in S1, 0.8 in S2, and 0.94 in OptS2 inversion.
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Fig. 12. Comparison between (1) monthly averaged FTIR data
obtained at the Kitt Peak Observatory (31.9◦ N, 111.6◦ W, 2.09-
km a.s.l.) with a 1-m Fourier transform spectrometer between Oc-
tober 1981 and December 2003 (Rinsland et al., 2009) (in green),
(2) IASI columns (in orange), (3) columns simulated by S1, S2 and
OptS2 between 2.04 and 14 km. The total uncertainty in the 2.09–
14-km FTIR methanol columns due to both random and systematic
errors is estimated at less than 20 % (Rinsland et al., 2009). The cor-
relation coefficient between the model and the FTIR data is equal to
0.55 in S1, 0.8 in S2, and 0.94 in OptS2 inversion.

cob et al.(2005) might not be adequate for tropical regions,
both in terms of seasonality and magnitude. Over Europe,
the S2 run results in a moderate underestimation and to a
less marked seasonal cycle compared to IASI (Fig.5).
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8 Inversion results – discussion

The global a posteriori biogenic methanol source deduced
from the inversion amounts to 100 Tg yr−1 (OptS2, Table1)
and is very close to the S2 a priori estimate. After opti-
mization, the cost function (Eq.11) is reduced by a fac-
tor of 2.1 globally and its gradient is reduced by a fac-
tor of 1200. The optimization yields a significantly better
agreement between the model and IASI data, which is car-
ried through substantial changes in the biogenic and biomass
burning emission fluxes, as shown in Figs.3, and4. Con-
siderable changes of the biogenic source with regard to the a
priori MEGANv2.1 database are recorded above Amazonia
and Indonesia, with inferred annual reductions of 40–55 %
and 45–58 %, respectively, whereas significant reductions are
also derived in the Eastern US (20–25 %) and Central Africa
(25–35 %). Very significant increases of the biogenic source
are deduced above Central Asia (up to a factor of 5), West-
ern US (factor of 2), and the Iberian peninsula (ca. 90 %)
(cf. Sect.7). On the other hand, the methanol source from
vegetation fires, although much less significant on the global
scale compared to the biogenic source, is also strongly modi-
fied by the inversion, with inferred reductions of 35 % above
Indonesia, up to 38 % above the Central African Republic,
and up to 50 % above Southern Congo.

Note that there might be some conflation of the biogenic
and biomass burning source categories, due to the spatiotem-
poral coexistence of the two sources. However, the simul-
taneous optimization of two source categories is facilitated
by the prescribed spatiotemporal correlations of the a priori
errors (B matrix in Eq.11), which tend to preserve the spa-
tiotemporal patterns of the a priori emissions in each cate-
gory. More importantly, at most locations/times, one of the
two sources is largely dominant, and is therefore well con-
strained by the observations. For example, over Alaska, the
large pyrogenic emission increases (Fig.4) are due to fires in
July/August 2009, resulting in methanol emissions about an
order of magnitude larger than the biogenic emissions in that
region. Conversely, the biogenic emission increases seen in
Fig. 4 over Alaska and Yukon are mostly due to a strong en-
hancement in May–June, when biomass burning emissions
are negligible.

Although the reduced plant emissions over the tropical
Amazon allow for a very good match with the satellite ob-
servations, they lead to model underprediction of about 20 %
at 5 of the 7 sites located in South America (Table5, Fig. 9,
red line). The limited set of surface data over this region
and the dearth of measurements from other platforms do not
allow to draw further conclusions. It is however possible
that IASI retrieved columns are low-biased over the tropical
Amazon. One tentative explanation is the enhanced presence
of clouds in this region. Even though all IASI data is cloud
filtered prior to retrieval using the EUMETSAT level 2 data,
completely cloud free scenes are extremely rare over tropi-

cal rainforests. It is therefore not unlikely that residual cloud
contamination is much larger in this region than in other parts
of the world, resulting in lower observed methanol columns.
This may also apply to tropical Africa or Asia. Over In-
donesia, the emission decreases suggested by IASI bring
the model much closer to the OP3 campaign measurements
(Sect.7), i.e. the initial overestimation is reduced from 250 %
to approx. 50 %.

Over the Eastern US, the optimized mixing ratios are in
good agreement with both INTEX-A and NEAQS campaign
measurements below 2 km (Figs.7, 8). However, a signifi-
cant underestimation remains in the free troposphere. This
is not totally unexpected due to the likely effect of east-
ward transport from the Western US, where the modelled
columns remain underestimated (Figs.3, 12). In addition,
sensitivity calculations indicate that an underestimation of
convective fluxes and/or an overestimation of OH simulated
concentrations could also partly explain the overestimated
methanol gradient between the PBL and the free troposphere
(see Sect.10). The comparison at the marine sites shown
in Table5 is not improved after inversion (Fig.9). Further,
the optimized model concentrations calculated at the North
American locations of Table5 are now, on average, closer
to the surface data, although the scatter is still significant
(Fig. 9).

Plant emissions in Europe are increased on an annual basis
by 35 % (Table2), with the most important increase found in
Spain and Portugal. Further, comparison of the model con-
centrations from S1, S2 and OptS2 at the Vielsalm forested
site (Fig.10) shows that neither simulation succeeds in repre-
senting adequately the seasonality of the surface data. How-
ever, in terms of mean bias and root mean square deviation,
the optimized results perform significantly better. Further-
more, the OptS2 simulation results in better agreement with
the surface observations at different European sites, as de-
picted in Fig.9, implying a reasonable consistency between
satellite observations and ground-based measurements.

The IASI-derived decreases in pyrogenic and biogenic
emissions over the central and Southern Africa are sup-
ported by the FTIR columns retrieved at the Reunion Island
(Fig. 11). This site, located near Madagascar at a distance
of about 2000 km from the continent, is influenced by long-
range transport from continental air, given the relatively long
methanol lifetime. The presence of strong biogenic emis-
sions throughout the year in Southern Africa and the occur-
rence of important fire events from June to November have a
significant impact on the observed methanol at this site. The
inversion suggests reductions to both emission sources in al-
most all months except in November, when IASI column is
at its highest. The observed seasonality is well reproduced
by the model, which is also reflected in the low bias and root
mean square deviations between the model and the observa-
tions.

Finally, the MEGANv2.1 and the optimized global bio-
genic source are found to be in line with the reported value
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by Millet et al. (2008) (Table1), which was constrained by
aircraft data, and are significantly lower compared to theJa-
cob et al.(2005) source. In opposition to these findings, a
strong increase with respect to theJacob et al.(2005) emis-
sions was invoked byDufour et al.(2007) during spring and
summer in the Northern Hemisphere in order to explain the
large mixing ratios sampled over high-latitude regions be-
tween 6 and 14 km by the ACE-FTS sensor. Although our
model is also found to underpredict methanol concentrations
in the free troposphere during the INTEX-A and NEAQS
missions (Fig.7), as well as over the Northern Atlantic (not
shown), lower biogenic emissions are supported by both sur-
face and aircraft measurements in the boundary layer. As
discussed above, this underestimation might have multiple
causes (cf. Sect.10).

9 A posteriori error estimation

The errors on the a posteriori emission estimates are cal-
culated by applying an off-line iterative approximation of
the inverse Hessian matrix, which relies on the Davidon-
Fletcher-Powell (DFP) updating formula (Fletcher, 1990).
When assuming that the model is linear or not too far from
being linear, the a posteriori error covariance matrix is related
to the Hessian of the cost functionJ through the expression:

Epost=
[
(DH)Tf E−1(DH)f +B−1]−1

= (IH )f , (12)

where(IH )f is the inverse Hessian matrix evaluated at the
point f , (IH )f = Hessian(J )−1

f , DH is the Jacobian matrix
of the model, andE andB are as in Eq.11 (seeMüller and
Stavrakou(2005) for details). The inverse Hessian matrix is
estimated iteratively using the new information obtained at
each stepk of the minimization procedure through the DFP
formula :

(IH )k+1 = (IH )k +
sks

T
k

yT
k sk

−
(IH )kyky

T
k (IH )k

yT
k (IH )kyk

, (13)

wheresk = fk+1 −fk, yk = (∇J )fk+1 − (∇J )fk
, (∇J )fk

is
the gradient ofJ at the pointfk, and the initial inverse Hes-
sian matrix is taken to be equal toB. by recursive application
of the DFP updating formula to the vectorsfk and(∇J )fk

calculated by the minimization algorithm (Sect.5.2), we ob-
tain an approximate inverse Hessian matrix. The square root
of the diagonal elements of this matrix are the standard errors
associated to the optimized parameter vectorf. The error re-
ductions, i.e. the ratio of the a priori to the a posteriori errors
are given in Table4 for large continental regions. The largest
error reductions are achieved for the biogenic source over re-
gions where forests are dominant, like South America and the
Former Soviet Union, where the a posteriori uncertainties are
reduced by 50 % and 67 %, respectively. Significant reduc-
tions are also found over Europe (40 %) and North America
(35 %). The error on the biogenic source is decreased glob-
ally by 43 %. Because the biomass burning source represents

only 3 % of the global methanol source, the fire impact of the
methanol levels is masked by the contribution of the biogenic
source. Lower error reductions are therefore calculated for
the vegetation fire source: of the order of 14 % on the global
scale, 10–12 % over Africa and southern Asia, and almost
negligible error reductions over other regions.

Note that besides the DFP update formula, the BFGS
formula (Broyden-Fletcher-Goldfarb-Shanno) for calculat-
ing the inverse Hessian matrix is widely used in large-scale
problems (Fletcher, 1990). Both expressions have been eval-
uated against the finite difference approach inMüller and
Stavrakou(2005). Applied to the OptS2 inversion results,
the BFGS formula is found to yield results quite similar to
those obtained with the DFP method.

10 Sensitivity inversions

Besides the uncertainties on the a posteriori emission fluxes
calculated in the previous section, model errors lead to po-
tentially significant uncertainties on the derived methanol
fluxes, which are however very difficult to estimate. In this
section we propose a tentative assessment of these errors,
based on a set of sensitivity inversions conducted to investi-
gate the influence of uncertainties on meteorological parame-
ters, on methanol sink processes, and on the a priori methanol
plant emission source. Although this evaluation is not ex-
haustive, it accounts for the most important uncertainties as-
sociated to the model. Table3 summarizes the performed
inversions and provides the corresponding tropical (25◦ S–
25◦ N), extratropical and global biogenic source inferred in
each case study.

In the OptS2-conv inversion a factor of two increase in
the convective updraft fluxes used in the model is assumed.
Stronger convection leads to a redistribution of trace gases
from the boundary layer upwards in the free troposphere, in
regions with generally higher horizontal winds resulting in a
stronger dispersion and lower methanol columns over source
regions. In tropical regions, however, where horizontal winds
are weak, this decrease is more than compensated by an in-
crease in the modelled methanol columns calculated with the
IASI averaging kernels, because of the higher sensitivity of
the retrievals to the higher tropospheric layers. Regionally,
the annual biogenic emission change inferred by OptS2-conv
lies within 10 % of the standard inversion (Fig.13), whereas
on the global scale the a posteriori biogenic source stays very
close to that of the standard inversion. The largest emission
changes are found over Amazonia, where about 10 % lower
emissions are required to match the IASI columns when con-
vection is enhanced. As expected, the a posteriori column
changes are very small (less than 2 %) over source regions,
due to the observational constraint. Enhanced transport from
source regions to remote areas leads to small methanol col-
umn increases over oceans and deserts (Fig.13). Compari-
son with the INTEX-A and NEAQS vertical profiles (Fig.14,
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Table 3. Performed sensitivity inversions, and corresponding tropical, extratropical and global biogenic methanol source expressed
in Tg yr−1.

Description Name Global Tropical Extra-tropical

Standard OptS2 100 62 38
Double convective fluxes OptS2-conv 99.4 61.2 38.2
Methanol dep. velocity
increased by 60 % OptS2-drydep 112 69 43
OH concentrations from
Spivakovsky et al.(1990) OptS2-OH 91.5 59.5 32
UseJacob et al.(2005)
a priori source OptS1 103.8 62.4 42.4

Table 4. Error reduction (ratio of the a priori to the a posteriori
error) achieved by the OptS2 optimization calculated annually per
source category and region.

Regions Biogenic Biomass
burning

North America 1.54 1
South America 2.10 1.06
Northern Africa 1.13 1.11
Southern Africa 1.08 1.10
South Asia 1.18 1.13
Far East 1.15 1
Europe 1.64 1
FSU 3.00 1.03
Global 1.74 1.16

blue) indicates that a stronger convection improves the model
profile over the US and leads to higher methanol concentra-
tions in the free troposphere, in better agreement with the
observations.

Motivated from recent findings byKarl et al. (2010) sug-
gesting that the removal of oVOCs (oxygenated volatile or-
ganic compounds) by dry deposition might be substantially
larger than is currently assumed for deciduous ecosystems,
owing to their possible loss upon entering leaves through
stomata, we carried out an inversion exercise where methanol
deposition velocity is increased by 60 % compared to the
standard case. For example, the daily averaged deposition
velocity for a leaf area index of 6 m2 m−2 is therefore as-
sumed equal to 1.2 cm s−1. Note however that deposition
processes for methanol and other oVOCs might be more
complex, due to their water solubility and to the potential
influence of an aqueous reservoir at the leaf-air interface in
humid conditions. An improved representation of oVOC dry
deposition will be the subject of further investigations. Due
to the larger methanol sink in inversion Opt-drydep, the in-
ferred global biogenic emission fluxes are 12 % higher than
in OptS2, but locally, especially over tropical forests, in-
creases of up to 30 % are found. The total column changes

are generally negative, due to the influence of the a priori on
the inversion, but always very weak (Fig.13).

Another important removal process for methanol is the ox-
idation by OH. By using the prescribed climatological OH
fields bySpivakovsky et al.(1990), the OptS2-OH sensitiv-
ity inversion acknowledges the large uncertainties that cur-
rently exist on modelled OH concentrations, especially over
tropical forests, and also in mid-latitude continental regions
(Lelieveld et al., 2008; Ren et al., 2008; Hofzumahaus et al.,
2009). Note that theSpivakovsky et al.(1990) parameter-
ization ignores completely the depleting effect of isoprene
and other biogenic VOC emissions on OH, and therefore
might overestimate the OH concentrations over forested ar-
eas, whereas isoprene emissions strongly deplete OH levels
in IMAGESv2 despite the OH regeneration included in the
MIM2+ mechanism used by the model, leading to substantial
OH underestimations against campaign measurements over
Amazonia and in the Eastern US (Stavrakou et al., 2010).
The inferred emission changes, illustrated in Figure13, re-
flect directly the differences between the modelled and the
prescribed OH fields. In particular, moderate changes in the
biogenic emissions are derived over Amazonia, Europe and
US (less than 10 %), whereas decreases of up to 30 % are
found over central and south Asia. The lower OH concentra-
tions ofSpivakovsky et al.(1990) compared to IMAGESv2
at northern mid-latitudes lead to increased methanol lifetime,
and consequently, to lower emission fluxes required to match
the observations, as also reflected in the weaker vertical gra-
dient of methanol mixing ratios over the US (Fig.14, red
line). Methanol is also more efficiently exported from mid-
latitude emitting regions strongly constrained by IASI data,
to oceanic or desertic regions where the methanol columns
are low and weakly constrained by the observations, as tes-
tified by the column increases shown in Fig.13. The global
plant emission is estimated to 91.5 Tg yr−1, i.e. by 8 % lower
than in the standard case, the decrease being more significant
in the extratropics (Table3).

Finally, in order to assess the influence of the a priori
methanol plant emission inventory, we carried out the OptS1
inversion which uses theJacob et al.(2005) inventory. The
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Fig. 13. Annual changes of the biogenic methanol emission (left) and methanol total column
(right) derived from the three sensitivity inversions, OptS2-conv, OptS2-drydep, and OptS2-OH,
described in Table 5, with respect to the standard OptS2 inversion.
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Fig. 13. Annual changes of the biogenic methanol emission (left) and methanol total column (right) derived from the three sensitivity
inversions, OptS2-conv, OptS2-drydep, and OptS2-OH, described in Table3, with respect to the standard OptS2 inversion.

results are found to be only moderately different from those
deduced with the standard OptS2 inversion (Fig.15, Table3).
Overall, the inferred emission estimates are found to be quite
robust in the different sensitivity cases, with global estimates
differing by less than 10 %, although differences of the order
of 30 % are found on the regional scale.

11 Conclusions

We have introduced a new model (MEGANv2.1) for esti-
mating methanol emissions from the terrestrial biosphere,
which is based on net ecosystem flux measurements and ac-
counts for the influence of light, temperature, and leaf age.
The MEGANv2.1 methanol emissions and a previous inven-
tory by Jacob et al.(2005) have been used as a priori bio-
genic emissions in the IMAGESv2 global CTM and com-
pared against multi-sensor methanol measurements. Besides
ground-based and airborne methanol observations, a com-
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Table 5. In situ methanol measurements expressed in pptv.

Location Period Coordinates CH3OH Reference
Shape South America

Surinam rainforest Mar 1998 2–5◦ N 303–306◦ E 1100 Williams et al.(2001)
Parupa, Venezuela Jan–Feb 1999 5.7◦ N 298.2◦ E 1540 Sanhueza et al.(2001)
Rondonia, Brazil Oct 1999 10.1◦ S 297.1◦ E 2500 Kesselmeier et al.(2002)
La Selva, Costa Rica Apr–May 2003 10.4◦ N 276.1◦ E 2155 Karl et al.(2004)
Central Amazonia Sep 2004 2.6◦ S 299.8◦ E 4100 Karl et al.(2007)
Trop. forest, Surinam Oct 2005 4.5◦ N 305.0◦ E 1890 Lelieveld et al.(2008)
Trop. Atlantic, Surinam Oct 2005 5.5◦ N 308.5◦ E 1270 id.

North America

UMBS, Michigan Jun 2002 45.3◦ N 275.6◦ E 6800 Karl et al.(2003a)
UMBS, Michigan Jul-Aug 2005 id. 8050 id.
UMBS, Michigan Sep-Oct 2001 id. 3530 id.
Trinidad Head, US Apr-May 2002 41.0◦ N 235.8◦ E 800 Millet et al. (2004)
Duke Forest, US Jul 2003 36.0◦ N 280.1◦ E 4800 Karl et al.(2005)
Blodgett Forest, US Jun 2000 38.9◦ N 239.4◦ E 4760 Schade and Goldstein(2006)
id. Sep–Nov 2000 id. 3440 id.
id. Dec–Jan 2000 id. 970 id.
id. Mar 2001 id. 1900 id.
Thompson Farm, US Jul–Aug 2004 43.1◦ N 289.0◦ E 2500 Mao et al.(2006)
Appledore Isl., US id. 41.0◦ N 289.4◦ E 2100 id.
Chebogue Point id. 43.7◦ N 293.9◦ E 1389 Millet et al. (2006)

Europe

Innsbruck, Austria Sep 1997 47.2◦ N 11.3◦ E 3000 Holzinger et al.(2001)
Creta, Greece Aug 2001 35.0◦ N 25.2◦ E 3500 de Gouw et al.(2004)
Athens, Greece id. 38.0◦ N 24.0◦ E 4500 id.
Bremen, Germany Jul 2004 53.1◦ N 8.8◦ E 2200 Solomon et al.(2005)
Juelich, Germany Jul 2003 50.9◦ N 6.4◦ E 8000 Spirig et al.(2005)
Raunefjord, Norway Jun 2005 60.3◦ N 5.3◦ E 1860 Sinha et al.(2007)
Central Switzerland Jul 2004 47.3◦ N 7.8◦ E 6000 Brunner et al.(2007)
Zurich, Switzerland Apr 2005 47.3◦ N 8.5◦ E 2180 Legreid et al.(2007)
id. Jul 2005 id. 3180 id.
id. Nov 2005 id. 1110 id.
id. Dec–Jan 2005 id. 1210 id.
Vielsalm, Belgium Jul 2009 50.3◦ N 6.0◦ E 4700 Sect.6.2
id. Aug 2009 id. 4000 id.
id. Sep 2009 id. 2600 id.
id. Apr 2010 id. 2680 id.
id. May 2010 id. 3000 id.
id. Jun 2010 id. 4430 id.
id. Jul 2010 id. 3810 id.
id. Aug 2010 id. 2100 id.
id. Sep 2010 id. 1770 id.

Marine

Indian Ocean, 7.5◦ N Mar 1999 7.5◦ N 70◦ E 1417 Wisthaler et al.(2002)
Indian Ocean, 9-13◦ N id. 9–13◦ N 67–70◦ E 1057 id.
Indian Ocean, 13-19◦ N id. 13–19◦ N 66–70◦ E 687 id.
Indian Ocean, 0-13◦ S id. 0–13◦ S 71–73◦ E 600 id.
Mauna Loa Mar–Apr 2001 19.5◦ N 204.4◦ E 900 Karl et al.(2003b)
Atlantic 1.7± 1.3 km Jul–Aug 2004 35.8–40.2◦ N 321.4–332.6◦ E 530 Lewis et al.(2007)
Atlantic 2.4± 1.4 km id. 36–44◦ N 326–338◦ E 630 id.
Atlantic 3.5± 1.7 km id. 40.5–45.5◦ N 325–335◦ E 1100 id.
Atlantic 6.1± 1.9 km id. 36.5–43.5◦ N 323–341◦ E 680 id.
Atlantic 6.7± 2.3 km id. 36.1–41.9◦ N 319.8–334.2◦ E 380 id.
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Fig. 14. Comparison between vertical profiles measured during the INTEX-A and NEAQS
aircraft missions and inferred from the OptS2 (black lines), OptS2-conv (blue), OptS2-drydep
(green), and OptS2-OH (red).

62

Fig. 14. Comparison between vertical profiles measured during
the INTEX-A and NEAQS aircraft missions and inferred from the
OptS2 (black lines), OptS2-conv (blue), OptS2-drydep (green), and
OptS2-OH (red).

Fig. 15. Annually averaged biogenic methanol emissions derived by the inversion OptS1, which
uses the Jacob et al. (2005) biogenic sources as a priori, and by the standard OptS2 inversion.
Units are 1010 molec.cm−2s−1.
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Fig. 15. Annually averaged biogenic methanol emissions derived
by the inversion OptS1, which uses theJacob et al.(2005) biogenic
sources as a priori, and by the standard OptS2 inversion. Units are
1010mol cm−2 s−1.

plete year of global methanol column abundances retrieved
from the IASI sounder has been used in order to evalu-
ate the model in terms of magnitude and seasonal varia-
tion of methanol concentrations. The agreement between the
IASI columns and the model is considerably improved when
MEGANv2.1 is used, compared to the simulation using the
Jacob et al.(2005) database. In the latter case, large model
overestimations have been found, especially over tropical
forests, in line with findings byMillet et al. (2008), whereas
poorly reproduced seasonal variations in the Tropics indicate
that the parameterization based on net primary productivity is
not suitable in these regions. Using MEGANv2.1 as a priori
inventory, we have conducted an inverse modelling experi-
ment based on the adjoint of IMAGESv2 and constrained by
IASI columns in order to improve the estimates of methanol
emissions from plants and vegetation fires. The main conclu-
sions drawn from this study are summarized below.

– The global a posteriori biogenic methanol source de-
duced from the inversion amounts to 100 Tg yr−1 and
is very close to a priori value of 105 Tg yr−1. The
methanol source from vegetation fires is also decreased
by 20 % globally with respect to the GFEDv3 database,
but stronger decreases (up to a factor of two) are inferred
over central and Southern Africa.

– Annual reductions of the biogenic methanol source are
suggested by the IASI data over Amazonia and Indone-
sia, by 40–55 % and 45–58 %, respectively. Over Ama-
zonia, the derived source allows for a very satisfactory
agreement with the satellite data, yet it leads to a model
underprediction of about 20 % with respect to a limited
set of available surface methanol measurements. It ap-
pears plausible that the IASI columns might be biased
low over tropical forests due to possible cloud contami-
nation problems.

– An annual decrease by 20–25 % of the biogenic
methanol source is suggested over the Eastern US, lead-
ing to a good agreement with aircraft data in the bound-
ary layer, while the model systematically underesti-
mates the methanol concentrations in the free tropo-
sphere over land and ocean, in line with previous mod-
elling studies. Possible reasons for this underestimation
include an understimation in the Western US methanol
source, an underestimation of convective fluxes, and/or
an overestimation of OH simulated concentrations.

– The biogenic methanol source is strongly increased with
respect to MEGANv2.1 over arid and semi-arid re-
gions of Central Asia, Western US, and Northern Aus-
tralia. This might be related to an underestimation of the
methanol emission rate from shrub or to an unaccounted
source of methanol specific to such environments in the
MEGANv2.1 model. Ground-based measurements at
Kitt Peak and aircraft measurements over the Western
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US confirm these conclusions. This result clearly under-
scores the need for local measurements in arid regions
like Central Asia.

– Comparisons of the optimized methanol concentrations
with independent measurements from other instruments
show a very good consistency, lending good confidence
to IASI columns. The satellite dataset is a valuable tool
towards improving our knowledge on methanol sources
and sinks on the global scale, and in particular, for many
world regions where local measurements are currently
missing.

– The most important error reductions are achieved for
the biogenic emissions over the Former Soviet Union
(67 %), South America (50 %), and globally (43 %).
The errors for the vegetation fire source are reduced
moderately (14 % on the global scale). Furthermore, the
derived emissions are found to be weakly dependent to
changes in the meteorology, the a priori emissions, and
the methanol sink processes.
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Res., 107(D20), 8053,doi:10.1029/2000JD000267, 2002.

Kirstine, W., Galbally, I., Ye, Y., and Hooper, M.: Emissions of
volatile organic compounds (primarily oxygenated species) from
pasture, J. Geophys. Res., 103(3339), 10605–10619, 1998.

Körner, E., von Dahl, C. C., Bonaventure, G., and Baldwin, I. T.:
Pectin methylesterase NaPME1 contributes to the emission of
methanol during insect herbivory and to the elicitation of defence
responses inNicotiana attenuata, J. Exp. Bot., 60(9), 2631–
2640,doi:10.1093/jxb/erp106, 2009.

Laffineur, Q., Heinesch, B., Schoon, N., Amelynck, C., Müller, J.-
F., Dewulf, J., Van Langenhove, H., Steppe, K., Simpraga, M.,
and Aubinet, M.: Isoprene and monoterpene emissions from a
mixed temperate forest, Atmos. Environ., 45, 3157–3168, 2010.

Langford, B., Misztal, P. K., Nemitz, E., Davison, B., Helfter, C.,
Pugh, T. A. M., MacKenzie, A. R., Lim, S. F., and Hewitt, C. N.:
Fluxes and concentrations of volatile organic compounds from
a South-East Asian tropical rainforest, Atmos. Chem. Phys., 10,
8391–8412,doi:10.5194/acp-10-8391-2010, 2010.
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Satellite evidence for a large source of formic acid
from boreal and tropical forests
T. Stavrakou1*, J-F. Müller1, J. Peeters2, A. Razavi3, L. Clarisse3, C. Clerbaux3,4, P-F. Coheur3,
D. Hurtmans3, M. De Mazière1, C. Vigouroux1, N. M. Deutscher5,6, D. W. T. Griffith5, N. Jones5

and C. Paton-Walsh5

Formic acid contributes significantly to acid rain in remote
environments1,2. Direct sources of formic acid include human
activities, biomass burning and plant leaves. Aside from these
direct sources, sunlight-induced oxidation of non-methane
hydrocarbons (largely of biogenic origin) is probably the
largest source3,4. However, model simulations substantially
underpredict atmospheric formic acid levels5–7, indicating that
not all sources have been included in the models. Here, we
use satellite measurements of formic acid concentrations to
constrain model simulations of the global formic acid budget.
According to our simulations, 100–120 Tg of formic acid is
produced annually, which is two to three times more than
that estimated from known sources. We show that 90% of
the formic acid produced is biogenic in origin, and largely
sourced from tropical and boreal forests. We suggest that
terpenoids—volatile organic compounds released by plants—
are the predominant precursors. Model comparisons with
independent observations of formic acid strengthen our
conclusions, and provide indirect validation for the satellite
measurements. Finally, we show that the larger formic acid
emissions have a substantial impact on rainwater acidity,
especially over boreal forests in the summer, where formic acid
reduces pH by 0.25–0.5.

Known sources of formic acid in the atmosphere include fossil
fuel and biofuel combustion8, biomass burning9, plants10, dry
savanna soils11, formicine ants12, cloud processing2, abiological
formation on rock surfaces13, and photochemical oxidation of
volatile organic precursors14. Among these sources, the contribu-
tions of savanna soils, ants, rocks, and in-cloud formation are very
uncertain, but most probably minor.

On the basis of current inventories, primary formic acid
emissions amount to about 10 Tg annually on the global scale
(Table 1). The largest contribution to the global formic acid budget
is due to the photo-oxidation of non-methane hydrocarbons,
representing more than 80% of the secondary source (Table 1).
In the base version of the IMAGESv2 global chemistry-transport
model15,16 used in this work to simulate the formic acid budget,
the annual production from biogenic precursors is estimated at
about 20 Tg, about half of that in a recent modelling study7.
The major part of this secondary flux is due to isoprene
oxidation by OH (8.9 Tg) and by ozone (3.9 Tg), followed by
monoterpene oxidation (3 Tg). The contribution of isoprene and

1Belgian Institute for Space Aeronomy, Avenue Circulaire 3, 1180, Brussels, Belgium, 2Department of Chemistry, University of Leuven, B-3001, Heverlee,
Belgium, 3Spectroscopie de l’Atmosphère, Service de Chimie Quantique et Photophysique, Université Libre de Bruxelles, Bruxelles 1050, Belgium, 4UPMC
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Wollongong, Wollongong, New South Wales 2522, Australia, 6Institute of Environmental Physics, University of Bremen, Bremen 28334, Germany.
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monoterpenes is, however, particularly uncertain owing to the
scarcity of laboratory experiments of HCOOH formation under
atmospheric conditions. For example, the estimated impact of
isoprene is, according to recent studies, largely dependent on the
uncertain fate of key intermediates produced at high yields, such
as dihydroxy epoxides from HO2-reactions of the isoprene peroxy
radicals17 and hydroperoxy-enones from peroxy isomerizations18.
Formic acid is removed from the atmosphere through oxidation
by OH, accounting for 27% of the global sink, and dry and wet
deposition (see Supplementary Section S3), resulting in a global
lifetime of 3–4 days.

Global models substantially underpredict the observed
HCOOH abundances from available ground-based and aircraft
measurements5–7, pointing to the existence of missing sources.
Their quantitative estimation is, however, very difficult owing to
the scarcity and limited representativity of these measurements.
Recently acquired vertical profiles from two satellite sensors
(ACE-FTS and MIPAS; refs 19,20) are of limited usefulness in
probing the emissions, as they sample only the upper troposphere
and lower stratosphere.

The new generation IASI/MetOp satellite sensor, launched in
2006,measures in the thermal infrared andhas twomain advantages
over its predecessors: high spatial resolution and twice-daily global
coverage21,22. Recently, global day-time measurements of formic
acid have been obtained and are discussed in detail in ref. 23.
By limiting the retrieval to clear-sky scenes with a large thermal
contrast (>5K), the theoretical error on the total column does
not exceed 60%, but leads to less data from high latitudes and to
the exclusion of oceanic observations. Figure 1 and Supplementary
Figs S1, S2 illustrate the IASI-retrieved HCOOH monthly column
abundances in 2009. The enhanced values observed above the mid-
and high latitudes of the Northern Hemisphere during the growing
season testify to the existence of a strong source, most probably
of biogenic origin, as the biomass burning emission patterns do
not generally coincide with enhanced columns (Supplementary
Fig. S3). Elevated values are also observed in the tropics, above
densely vegetated areas. Comparison of the IASI columns with the
IMAGESv2 model predictions (Fig. 1) corroborate earlier studies
reporting large model underestimations5–7.

To help interpret this discrepancy, we test the impact of two
further possible sources: (1) the heterogenous oxidation of organic
aerosols byOH (ref. 7), assumed to formoneHCOOHmolecule per
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Table 1 |Description of the simulations and inversions performed in this study, and global HCOOH budget calculated with
IMAGESv2 and comparison with previous work.

Sources (Tg yr−1) F1 F2 F3 Opt1 Opt2 Ref. [ 7]

Anthropogenic 4 4 4 4 4 2.28*
Pyrogenic 2.9 2.9 2.9 4 4 1.5
Biogenic primary 5.6 5.6 5.6 88 5.6 4.37†

Photochemical
Biogenic 19.3 19.3 58.3 19.3 84‡ 42.2
Anthrop./pyrog. 4.2 4.2 4.2 4.6 4.6 6.35
OA+OH 0 27 0 0 0 (15)
Total 36 63 75 120 102 56.7§

Sinks (Tg yr−1)

OH oxidation 9.6 19 20 27 28.4 10.6
Dry deposition 12.7 19.9 26.8 49.5 33.6 26.0‖

Wet deposition 13.7 24.1 28.2 43.4 40 20.1

Lifetime (days) 4 4.5 3.8 3.5 4.3 3.2

*Includes biofuel burning and cattle emissions. † Includes a soil source of 1.8 Tg yr−1 ; ‡Consists of 19.3 Tg yr−1 due to known sources and 64.7 Tg yr−1 due to unidentified precursors. §This is an a priori
budget, but an estimated extra source of 2 Tmol yr−1 is invoked to reconcile the model with HCOOH observations. ‖ Includes a dust sink of 1.38 Tg yr−1 . F1: standard simulation. F2: including production
of HCOOH in the heterogeneous oxidation of organic aerosols (OA) by OH. F3: including production of HCOOH in the photolysis of hydroperoxy-enones from isoprene. Inversion Opt1: derives a primary
HCOOH biogenic source using IASI. Inversion Opt2: derives a secondary HCOOH biogenic source using IASI.

OH lost, and (2) the generation of 0.5 HCOOH in the photolysis of
hydroperoxy-enones from isoprene18. These hypotheses acknowl-
edge the poor characterization of organic aerosol ageing and the
large uncertainty associated with the isoprene oxidation mecha-
nism. The globalmodelled annual organic aerosol source (∼100 Tg)
accounts for direct emissions and secondary organic aerosol
formation (Supplementary Section S4) and results in an extra global
annual HCOOH flux of 27 Tg, whereas a larger source (about
40 Tg) is issued by the hypothesized HCOOH production through
the hydroperoxy-enones (Supplementary Section S2). Although
both scenarios lead to significant enhancements in the HCOOH
columns, allowing for some improvement in themodel predictions,
especially in tropical regions such as Indonesia and Amazonia, they
prove inadequate to reconcile the model with the high observed
columns in mid- and high-latitude areas (Fig. 1, Supplementary
Fig. S4), underscoring the need for an even largerHCOOHsource.

To properly quantify the formic acid source required to
reproduce the space-based constraints we use the adjoint source
inversion method to infer ‘top-down’ emissions at the resolution of
the global model24 (see Methods). Two optimization experiments
are designed and performed, both constrained by monthly IASI
columns. Along with the vegetation fire source, we optimize either
a direct HCOOH emission from vegetation (Opt1) or a secondary
HCOOH source from the OH oxidation of an as-yet-unidentified
biogenic precursor, with a global lifetime taken equal to about one
day (Opt2) (Table 1). These simple settings are meant to represent
situations in which the missing HCOOH source is due to direct
emission or photochemical formation on very short time frames, or
through a collection of compounds leading to HCOOH formation
after a number of unspecified intermediate steps.

Both optimizations predict the existence of a substantial biogenic
source of HCOOH estimated at about 90–110 Tg annually, which is
3.5 times larger than in the a priori budget, as illustrated in Table 1.
This brings the contribution of biogenic sources to 90%of the global
HCOOH budget, the remainder being due to fires and human
activities. The optimization significantly improves the agreement
between the model and IASI columns in terms of both column
amplitude and seasonality, even at high northern latitudes, where
the differences were more pronounced, as shown by comparisons
in Fig. 1, Supplementary Figs S1, S2 and Table S1. The extra
emission over boreal forests is presumably largely due to oxidation

of biogenic volatile compounds from coniferous trees, for which
HCOOH formation pathways remain so far unexplored. A large
contribution of primary biogenic HCOOH emissions cannot be
excluded, but seems less likely, as high emissions of HCOOH from
plants are not corroborated by reported fluxmeasurements25,26.

The extra secondary HCOOH source inferred from the Opt2
inversion is estimated at 65 Tg annually, of which tropical
ecosystems (30◦ S–30◦N) and extratropical latitudes (30◦–90◦N)
contribute 40 Tg and 24 Tg annually, respectively. The strong
contribution of boreal forests seen in its geographical distribution
(Fig. 2) clearly suggests that oxidation of terpenoids emitted by
these forests generates substantial amounts of HCOOH. The
seasonal variation of the extra source exhibits a summertime
maximum at high latitudes, which is however less pronounced
than in the isoprene and terpene emission inventories used in
globalmodels (Supplementary Fig. S5). Interestingly, relatively high
emissions are derived also during spring at these latitudes, possibly
reflecting higher base emission rates in spring (relative to summer
and autumn), as found in recent field studies of monoterpene
emissions27. In the tropics, the HCOOH precursor emission is
largest at the end of the dry season, but is weakly correlated with the
vegetation fire source, which is however of low magnitude. Note
that, should the entire missing source of HCOOH be attributed
to monoterpenes only, a total molar yield of 200% HCOOH in
the oxidation of monoterpenes would be required; however, the
contribution of terpenoid compounds other than isoprene and
monoterpenes might be substantial, as field measurements over
boreal forests have suggested the existence of large emissions of
undetected short-lived organic compounds28.

Both the magnitude and distribution of the source inferred from
IASI are found to be only weakly sensitive tomodel uncertainties, as
shown by the results of sensitivity studies detailed in Supplementary
Section S8. In particular, we investigated the influence of uncertain-
ties in the wet and dry deposition parameterizations, the chemical
scheme, and the assumed errors on the spaceborne data. In most
cases, the deduced annual global biogenic source is found to differ
by less than 10% from the reference case, confirming the robustness
of the inferred estimates.

In an attempt to evaluate the IASI-derived source, we have
conducted extensive comparisons of the model with independent
HCOOHmeasurements (Supplementary Section S5). Comparisons
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Figure 1 |Monthly averaged HCOOH columns in June 2009 (expressed in 1015 molecules cm−2). a, Observed by IASI. b, Simulated by the standard model
(F1). c, Simulated assuming that HCOOH is produced in the heterogeneous oxidation of organic aerosols by OH (F2). d, Simulated accounting for a
production of HCOOH in the photolysis of hydroperoxy-enones from isoprene (F3). e,f, Inferred from source inversion assuming either a primary (Opt1) (e)
or a secondary (Opt2) (f) biogenic HCOOH source. Details on the model simulations are given in Table 1.

with infrared column measurements using Fourier transform
infrared (FTIR) spectroscopy at Wollongong and Reunion Island
show substantial improvements after optimization, as seen from the
average bias reduction by a factor of three or more at both locations
(Fig. 3). At ground level, the a priori model underprediction of
HCOOH concentration measurements in air and precipitation by
large factors gives way to an a posteriori mean underestimation by a
factor of about two or less in all regions (Supplementary Figs S6, S7).

More precisely, the average gas-phase (liquid) concentration is
increased from 0.29 ppbv (1.32 µmol l−1) in the a priori simulation
to 0.78–1.17 ppbv (4.0–4.2 µmol l−1) in the optimization runs, as
compared with the observed 1.33 ppbv (6.7 µmol l−1). Consistent
with these results, the optimization also brings the model signifi-
cantly closer to airborne concentration measurements above North
America and the Pacific (Supplementary Fig. S8). Overall, these
comparisons lend confidence to the IASI dataset, and therefore
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Figure 2 |Global distribution of biogenic emissions in µg C m−2 s−1 in July
2009. a, HCOOH precursor as deduced from the Opt2 inversion (Table 1).
b,c, Emissions from the MEGAN inventory, monoterpene (b) and isoprene
(c), see Supplementary Section S1.

to the strong biogenic source inferred from the optimization. The
comparisons, however, also point to a limited ability of themodel to
capture the observed variability and vertical profile. Although this
is largely due to the limited representativity of local measurements,
it might also reflect the existence of important shortcomings in the
representation of the formic acid sources and sinks.

We quantify the global impact of the IASI-constrained HCOOH
source on precipitation acidity using the calculated wet deposition
fluxes of nitrate, sulphate, ammonium, formate and acetate ions
(Supplementary Section S7). The inferred decrease in pH due to
the extra HCOOH source is estimated at 0.25–0.5 over boreal
forests in summertime, and 0.15–0.4 above tropical vegetated areas
throughout the year (Supplementary Fig. S9). Our model simula-
tions predict that formic acid alone accounts for asmuch as 60–80%
of the rainwater acidity over Amazonia, in accordance with in situ
measurements29, but also over boreal forests during summertime.
Its contribution is also substantial at mid-latitudes, in particular
over much of the US, where it reaches 30–50% during the summer
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Figure 3 | Comparisons between FTIR, IASI and modelled HCOOH
columns in 2009. a, Daily and 30-day running FTIR column averages at
Wollongong (34.41◦ S, 150.88◦ E) (orange) and model results from the
standard simulation F1 (black) and the two inversions Opt1 (green) and
Opt2 (red). Average IASI columns within a radius of 4 degrees around the
site and their standard deviations are shown in blue. b, Same for Reunion
Island (21◦ S, 55◦ E). Except for June, IASI columns are not available at this
site owing to the thermal contrast requirement for their retrieval.

(Supplementary Fig. S10). Given the remaining underestimation of
a posteriori modelledHCOOH concentrations against independent
measurements (Supplementary Table S5), the large calculated im-
pacts on precipitation acidity are probably conservative estimates.
They underscore the importance of HCOOH in acid deposition in
different environments, although its consequences for ecosystems
are probably limited owing to the assimilation of simple carboxylic
acids by the biota30.

In this letter we have revisited the formic acid global distribution
and budget, using source inversion constrained by space obser-
vations. We found a biogenic source of formic acid of the order
of 100 Tg annually, much larger than the current state-of-the-art
estimates. A large fraction of this source originates in boreal and
tropical forests, and although it remains mostly unidentified, it is
likely to be of secondary origin. These findings suggest that formic
acid is a high-yield product in the oxidation of organic compounds
emitted abundantly by plant ecosystems, such asmonoterpenes and
other terpenoids, and underscore the need for further research on
the emissions and chemistry of biogenic precursors.
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Methods
Modelling. The simulations are performed with the IMAGESv2 global chemistry
transport model for the year 2009, after a four-month spin-up time. The model
resolution is 4◦×5◦ with 40 vertical levels. The accompanying Supplementary
Information includes: details on HCOOH sources and sinks used in the base
model (Supplementary Sections S1–S3), a description of the organic aerosol
module (Supplementary Section S4), a description of ground-based and aircraft
measurements used for validation purposes and comparisons with the model
predictions (Supplementary Section S5), discussion on the uncertainties of the
IASI columns (Supplementary Section S6), on the impact of formic acid sources on
precipitation acidity (Supplementary Section S7), and on the conducted sensitivity
inversions (Supplementary Section S8). Results are illustrated in Supplementary
Figs S1–S12 and Tables S1–S7.

Method for source inversion. The source inversion is realized through
minimization of the cost function J , which measures the misfit between the model
and the observations. By using the adjoint model method, the derivatives of the
cost function J are computed with respect to a number of control variables f
(emission parameters)

J (f)=
1
2

[
(H (f)−y)TE−1(H (f)−y)+ fTB−1f

]
(1)

whereH (f) is themodel operator acting on the control variables, y is the observation
vector, E, B are the covariance matrices of the errors on the observations and the
emission parameters f, respectively, and T is the transpose. Themethodmakes use of
a priori distributions for biogenic and pyrogenic emissions, obtained from available
inventories (Supplementary Section S1). The adjoint method enables handling of
problems with large numbers of control variables, for example emission inversions
at themodel resolution. The cost function isminimized through an iterative descent
algorithm that uses the forward and the adjoint model of IMAGESv2. About 50
iterations are usually needed to reach the minimum and derive the ‘top-down’
emission estimates. The norm of the gradient of the cost function is reduced by a
factor≥1,000 after optimization. In both optimizations, the pyrogenic and biogenic
emission source strengths are updated (about 12,000 emission parameters). The
errors on the emission parameters, that is, the square roots of the diagonal elements
of B, are assumed to be a factor of two for biogenic emissions, and a factor of
2.5 for biomass burning, whereas spatiotemporal correlations are introduced
through the off-diagonal elements24. The matrix E is assumed diagonal. The errors
on IASI columns are taken as the quadratic sum of a 30% relative error and a
4×1015 molecules cm−2 absolute error. This estimate does not account for a possible
bias in the IASI measured columns. The latter could not be quantified owing
to the lack of correlative measurements. At Wollongong, however, we find IASI
columns to be biased 30% low compared with FTIR ground-based measurements
in 2008–2009, with a high degree of correlation (0.84, Supplementary Section S6).
Note also that the model inversions do not account for the heterogeneous vertical
sensitivity of IASI. The application of a vertical smoothing to the model columns
could potentially decrease the global HCOOH source by about 10%.
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Abstract

We present an algorithm for retrieving tropospheric nitrogen dioxide (NO2) vertical col-
umn densities (VCDs) from ground-based zenith-sky (ZS) measurements of scattered
sunlight. The method is based on a four-step approach consisting of (1) the Differential
Optical Absorption Spectroscopy (DOAS) analysis of ZS radiance spectra using a fixed5

reference spectrum corresponding to low NO2 absorption, (2) the determination of the
residual amount in the reference spectrum using a Langley-plot-type method, (3) the re-
moval of the stratospheric content from the daytime total measured slant column based
on stratospheric VCDs measured at sunrise and sunset, and simulation of the rapid
NO2 diurnal variation, (4) the retrieval of tropospheric VCDs by dividing the resulting10

tropospheric slant columns by appropriate air mass factors (AMFs). These steps are
fully characterized and recommendations are given for each of them. The retrieval al-
gorithm is applied on a ZS dataset acquired with a Multi-AXis (MAX-) DOAS instrument
during the Cabauw (51.97◦ N, 4.93◦ E, sea level) Intercomparison campaign for Nitro-
gen Dioxide measuring Instruments (CINDI) held from the 10 June to the 21 July 200915

in the Netherlands. A median value of 7.9×1015 moleccm−2 is found for the retrieved
tropospheric NO2 VCDs, with maxima up to 6.0×1016 moleccm−2. The error budget
assessment indicates that the overall error σTVCD on the column values is less than
28 %. In case of low tropospheric contribution, σTVCD is estimated to be around 39 %
and is dominated by uncertainties in the determination of the residual amount in the20

reference spectrum. For strong tropospheric pollution events, σTVCD drops to approx-
imately 22 % with the largest uncertainties on the determination of the stratospheric
NO2 abundance and tropospheric AMFs. The tropospheric VCD amounts derived from
ZS observations are compared to VCDs retrieved from off-axis and direct-sun mea-
surements of the same MAX-DOAS instrument as well as to data from a co-located25

Système d’Analyse par Observations Zénithales (SAOZ) spectrometer. The retrieved
tropospheric VCDs are in good agreement with the different datasets with correlation
coefficients and slopes close to or larger than 0.9. The potential of the presented ZS
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retrieval algorithm is further demonstrated by its successful application on a 2 year
dataset, acquired at the NDACC (Network for the Detection of Atmospheric Composi-
tion Change) station Observatoire de Haute Provence (OHP; Southern France).

1 Introduction

Nitrogen dioxide (NO2) is an atmospheric trace gas that plays a major role in atmo-5

spheric chemistry (Crutzen, 1979). In the troposphere, it is a key precursor in the for-
mation of ozone (Crutzen, 1970) and aerosols (Chan et al., 2010), and can contribute
locally to radiative forcing (Solomon et al., 1999), through which it indirectly affects the
climate system. As tropospheric NO2 abundances mostly coincide with a range of other
pollutants it can be seen as a proxy for air pollution in general. According to a recent10

study on air pollution published by the World Health Organization (WHO, 2013), NO2
can have a direct impact on human health, causing inflammation, airway hyperrespon-
siveness and lung cell changes in the short term and respiratory and cardiovascular
mortality in the long term. Main sources of tropospheric NO2 can be of anthropogenic
origin, e.g. industrial burning processes and fossil fuel combustion, and natural origin,15

e.g. lightning and soil emissions. Tropospheric NO2 concentrations can be highly vari-
able in time and space in polluted regions. For the reasons stated, the long-term and
accurate monitoring of this trace gas is of great relevance.

Here, we present a retrieval algorithm developed at BIRA-IASB for deriving tropo-
spheric NO2 vertical column densities (VCDs) from ground-based (GB) zenith-sky (ZS)20

observations of scattered sunlight by application of the differential optical absorption
spectroscopy (DOAS) technique. DOAS is a well-established remote sensing tech-
nique that is able to quantify the abundance of trace gases like NO2 in the atmosphere,
based on their unique spectral signature (Platt and Stutz, 2008). The main principles
of the DOAS technique are (1) to separate in the measured scattered sunlight spectra,25

the fine-scale absorption features of trace gases from broad-band absorption due to
scattering effects (mainly Rayleigh and Mie scattering), (2) to analyse the remaining
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absorber narrow-band structures by least-squares spectral fitting on laboratory cross-
sections. The mathematical and physical fundamentals of the method are extensively
described in Platt (1994), and Platt and Stutz (2008). DOAS instruments typically op-
erate in the ultraviolet (UV) and visible (Vis) channels of the solar spectrum. In case
of the GB ZS-DOAS setup, an optical head, connected to a spectrometer coupled to5

a charge-coupled device (CCD) detector, points permanently to the zenith. This setup
exploits the diurnal variation of the solar zenith angle (SZA).

Many studies can be found in the literature discussing the application of the DOAS
method for determination of NO2 column abundances in the atmosphere based on
observations from ground-based, airborne and spaceborne platforms. Without the in-10

tention to be complete, an overview of some relevant studies is provided here. The
pioneering works of Brewer et al. (1973) and Noxon (1975) report on observations of
NO2 concentrations in the atmosphere based on GB ZS measurements. Since more
than three decades, these measurements have been commonly performed to moni-
tor trace gases related to the ozone depletion in the stratosphere, such as NO2 (e.g.15

Solomon et al., 1987; McKenzie et al., 1991; Goutail et al., 1994; Hendrick et al., 2004;
Denis et al., 2005). More recently, GB Multi-Axis DOAS (MAX-DOAS) has proven to
be a suitable and reliable approach to retrieve integrated column amounts of tropo-
spheric trace gases as well as information on their vertical distribution (e.g. Hönninger
et al., 2004; Wittrock et al., 2004; Frieß et al., 2006; Clémer et al., 2010; Vlemmix20

et al., 2011; Wagner et al., 2011; Hendrick et al., 2014). In addition to ZS observa-
tions, the GB MAX-DOAS setup measures scattered sunlight from multiple viewing
angles towards the horizon (the so-called off-axis geometry), increasing therefore the
sensitivity to absorbers present close to the ground, because of the longer light paths
through the lower troposphere. The DOAS method is also applied to assess total and25

tropospheric NO2 columns from nadir-viewing spaceborne sensors like SCIAMACHY
(Scanning Imaging Absorption Chartography), GOME (Global Ozone Monitoring Ex-
periment), GOME-2, and OMI (Ozone Monitoring Experiment) (see e.g. Richter and
Burrows, 2002; Beirle et al., 2010; Boersma et al., 2011; Hilboll et al., 2011; Valks
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et al., 2011; Bucsela et al., 2013). Other experiments have been published, presenting
approaches to monitor tropospheric NO2 from car (Johansson et al., 2009; Wagner
et al., 2010; Constantin et al., 2013) and airborne platforms (Berg et al., 2012; Merlaud
et al., 2012; Popp et al., 2012).

Here we describe the different steps of a new ZS retrieval algorithm for tropospheric5

NO2 columns. The limitations and possible alternatives for this method are additionally
discussed. Although the sensitivity of ZS-DOAS observations to tropospheric NO2 is
lower compared to MAX-DOAS observations, the presented approach offers new per-
spectives for the exploitation of ZS UV-Vis measurements, especially the historical time
series of such observations performed over the last two decades in the framework of10

NDACC (Network for the Detection of Atmospheric Composition Change). So far, only
a few studies have been published focusing on the retrieval of tropospheric NO2 column
amounts solely based on GB ZS-DOAS observations. Chen et al. (2009) presented
a retrieval algorithm, applied on ZS observations acquired in Shanghai (China). There
are, however, a number of methodological differences with the approach presented15

here and these will be further discussed in this paper. In Dieudonné et al. (2013),
a similar method is applied on ZS observations acquired in Paris (France). However,
the retrieval strategy is discussed only very briefly as the focus of the latter publication
is on linking retrieved tropospheric NO2 columns to surface concentrations.

The organization of this paper is as follows: Sect. 2 is dedicated to the description20

of the GB instrument used for the ZS observations, as well as the site where mea-
surements were conducted. Section 3 describes the four main steps of the developed
methodology for tropospheric NO2 VCD retrieval from GB ZS-DOAS observations. Fur-
thermore, the four steps of the retrieval approach are characterised in terms of an error
budget analysis. Section 4 presents the retrieval results, including a comparison with25

correlative MAX-DOAS, direct sun (DS-) DOAS, and SAOZ (Système d’Analyse par
Observations Zénithales) data. Section 5 discusses the retrieval approach with a focus
on recommendations for application of the method on ZS observations at other sta-
tions. In Sect. 6 the application on observations acquired over two years at the NDACC
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site of Observatoire de Haute Provence (OHP; Southern France) is demonstrated. The
paper concludes with a brief summary.

2 Ground-based DOAS observations

The retrieval algorithm is first tested on a dataset acquired from the 10 June to the
21 July 2009 by the BIRA-IASB MAX-DOAS instrument operated in the framework5

of the international Cabauw Intercomparison campaign for Nitrogen Dioxide measur-
ing Instruments (CINDI). The CINDI campaign took place at Cabauw, the Netherlands
(51.97◦ N, 4.93◦ E, sea level) at the Cabauw Experimental Site for Atmospheric Re-
search (CESAR; http://www.cesar-observatory.nl). It is located in a semi-rural area in
the direct proximity of the four largest cities of the Netherlands (i.e. Amsterdam, Rot-10

terdam, Den Haag and Utrecht). One of the main objectives of the campaign was to
intercompare and intercalibrate GB instruments measuring NO2 and determine their
performance and accuracy. A more in-depth discussion of the CINDI campaign and
results can be found in Roscoe et al. (2010) and Piters et al. (2012).

The BIRA-IASB MAX-DOAS instrument consists of three main parts. The optical15

head, mounted on a suntracker (INTRA manufactured by Brusag), can collect the scat-
tered sunlight over a wide range of elevation (0 to 90◦) and azimuth angles (0 to 360◦).
Optical fibers guide the collected skylight from the output of the optical head to the
spectrometers, the latter being placed in a thermo-regulated container to guarantee
high stability and minimise thermal stress. The dual-channel system is composed of20

a UV (ORIEL model MS260i; 1200 groovesmm−1 grating) and a visible (ORIEL model
MS127; 600 groovesmm−1) grating spectrometer covering a wavelength range of 300–
390 nm and 400–720 nm, respectively. The Gaussian shaped instrument’s slit function
has a spectral resolution of 0.4 nm full width at half maximum (FWHM) and 0.9 nm
FWHM for the UV and visible channels, respectively. Both spectrometers are connected25

to low-noise thermo-electrically cooled CCD detectors (Princeton Instruments, model
PIXIS 2KBUV with 2048×512 pixels for the UV channel and Princeton Instruments,
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model Spec-10: 100B with 1340×100 for the visible channel). A pc unit controls the
acquisition and stores all the measured spectral data. The data acquisition is fully au-
tomated using a software developed at BIRA-IASB. A full description of the instrument
can be found in Clémer et al. (2010). The configuration of the instrument allows to
measure scattered sunlight from ZS and off-axis viewing angles, as well as to perform5

DS observations. Each complete MAX-DOAS scan takes approximately 20 min and
comprises ten different elevation angles, including ZS observations.

3 Tropospheric NO2 vertical column retrieval algorithm

The developed methodology for tropospheric NO2 vertical column retrieval from GB
ZS-DOAS observations of scattered sunlight is based on a four-step approach. An10

overview of the approach is given here while the different steps are described in detail
in the following subsections. First, the ZS spectra are analysed by the DOAS spectral
fitting (see Sect. 3.1). The direct output of the DOAS analysis is the differential slant col-
umn density (DSCD), which is the concentration of the trace gas of interest integrated
along the effective light path with respect to a fixed amount of the same absorber in15

a measured reference spectrum. As many light paths contribute in case of scattered
sunlight observations, the measured slant column is a weighted average over all con-
tributions. Air mass factors are calculated in order to model radiative transfer in the
atmosphere and to convert slant columns to vertical columns (see Sect. 3.2). Ideally,
the concentration of the absorber in the background spectrum should be zero. How-20

ever, usually it contains low absorption from the measured species itself and therefore
the residual amount in the reference spectrum (RSCD) needs to be determined ac-
curately in order to realize the conversion from the DSCD to the total measured slant
column density (MSCD) (see Sect. 3.3):

MSCD = DSCD+RSCD (1)25
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In the next step, the stratospheric slant column density (SSCD) is determined and
removed from the total slant column in order to derive the tropospheric slant column
density (TSCD) (see Sect. 3.4):

TSCD = MSCD−SSCD (2)

In the final step, TSCDs are converted to tropospheric vertical column densities5

(TVCDs) by using appropriate tropospheric air mass factors (TAMFs) (see Sect. 3.5):

TVCD =
TSCD
TAMF

(3)

3.1 DOAS analysis of zenith radiance spectra

The ZS observations of scattered sunlight are analysed by the QDOAS spectral fitting
tool, developed at BIRA-IASB (Danckaert et al., 2014). The 425–490 nm visible wave-10

length region is used, as NO2 is characterised by strongly structured absorption lines
in this fitting window enhancing the sensitivity to the absorber, while on the other hand
interference with the spectral signature of other absorbers is minimised in this spectral
region. In addition to the relevant trace gas cross-sections (NO2, O3, H2O, O4), also
a synthetic Ring spectrum and a low-order polynomial term are included into the non-15

linear least-squares fitting. They account for respectively the Ring effect (Grainger and
Ring, 1962), i.e. the filling-in of Fraunhofer lines, and the contribution of broad-band
absorption and scattering effects (mainly Rayleigh and Mie scattering).

The main DOAS settings used in this study as well as the cross-sections included
in the spectral fit are given in Table 1. They have been chosen in accordance with20

the recommendations made by the NDACC UV-Vis Working Group for the sake of
harmonising the different datasets provided to the NDACC database (Van Roozendael
and Hendrick, 2012).

DSCDs are the direct output of the QDOAS spectral fitting approach. Prior to fur-
ther analysis, the NO2 DSCDs are quality-checked based on: (1) their uncertainty, ex-25

pressed as SD, and (2) the residual structure of the retrieval fit, expressed as root
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mean square error (RMS). Both measures of dispersion, which can be interpreted as
quality flags for the measurements, are calculated for each DSCD by the QDOAS soft-
ware. An empirically derived threshold based on the 95 % confidence interval is set for
both parameters to determine whether or not a measurement is an outlier, e.g. due
to low SNR, and needs to be rejected. On a total of 4226 DSCDs retrieved based on5

ZS-DOAS observations, 128 were rejected after the quality check.
Beside NO2 DSCDs, also the oxygen dimer (O4) DSCDs have been retrieved. They

are essential to determine the presence of aerosols and clouds, which can both affect
the tropospheric NO2 retrieval. O4 has a well-known and nearly constant column and
vertical distribution in the atmosphere, mainly depending on temperature and pressure,10

and thus on the altitude. This makes the oxygen dimer highly sensitive to the variation
of scattering due to aerosols and clouds, and therefore useful to derive information on
these parameters, as discussed in Wagner et al. (2004) and Frieß et al. (2006). A high
aerosol loading and/or tropospheric clouds can introduce additional multiple scattering,
which can significantly enhance the light path, and subsequently the measured NO215

optical depth. This results in an overestimation of the “true” NO2 amount. The retrieved
NO2 differential slant columns are screened for this effect according to the following
approach: the O4 diurnal variation is first modeled with the atmospheric radiative trans-
fer model (RTM) UVspec/DISORT (Mayer and Kylling, 2006) and the AFGL standard
atmosphere, and then compared with the retrieved O4 slant columns. The nearly con-20

stant concentration of O4 in the atmosphere results in a diurnal variation characterised
by a slow increase at higher SZAs, and therefore by a smooth u-shaped curve in case
of a clear and non-polluted day. An empirically derived threshold is set to determine
significant offsets from the modeled O4, indicating a high aerosol loading and/or the
presence of clouds introducing multiple scattering. When this threshold is exceeded,25

the corresponding NO2 DSCD spike is identified and rejected. Without the applica-
tion of the aforementioned filter strategy, a number of outliers could be observed when
comparing the retrieved tropospheric NO2 VCD time series with reference data. For ex-
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ample for day 187 (6 July 2009), such an NO2 enhancement event could be observed,
as shown in Fig. 1.

3.2 Air mass factors

Multiple unknown light paths of scattered sunlight contribute simultaneously to the mea-
sured ZS signal. To quantify an effective light path and thus to be able to interpret the5

observations, radiative transfer in the atmosphere needs to be modeled. Generally the
optical path is not expressed in absolute units, e.g. meters, but in terms of an AMF
(Solomon et al., 1987), being the ratio of the number of molecules per cm2 detected
in an observation (SCD) and the integrated amount of molecules per cm2 expected for
a single, vertical transect of the atmosphere (VCD):10

AMF =
SCD
VCD

(4)

AMFs are typically determined by using a radiative transfer model (RTM). It simulates
the radiative transfer of electromagnetic radiation through this atmosphere, based on
a priori information on the state of the atmosphere (pressure, temperature, absorbers
vertical profiles, aerosol loading, cloud cover, and surface albedo). The AMF enhance-15

ment factor calculation depends also on the geometry of observation and the position
of the sun.

The retrieval approach requires the calculation of stratospheric and tropospheric
AMFs (see Sects. 3.4 and 3.5). Equation (4) can be reformulated for the stratosphere
and troposphere as follows:20

SAMF =
SSCD
SVCD

(5)

and

TAMF =
TSCD
TVCD

(6)
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3.2.1 Stratospheric AMF

Stratospheric AMFs have been calculated with the RTM package UVspec/DISORT
(Mayer and Killing, 2005). This code has been thoroughly validated in the framework of
an intercomparison exercise between different RTMs for the interpretation of GB ZS-
DOAS and MAX-DOAS observations (Hendrick et al., 2006; Wagner et al., 2007). The5

radiative transfer equation (RTE) is numerically solved by the discrete ordinate method
in a pseudo-spherical geometry and including multiple scattering. The wavelength used
here is 457 nm, i.e. the middle of the NO2 fitting window. Since stratospheric NO2 is
characterised by a strong diurnal variation due to photochemistry, the corresponding
changes of the concentration along a given light path complicate the calculation of10

AMFs, especially at twilight. To account for this effect, the RTM is initialised with NO2
fields depending on SZA and altitude and generated by a photochemical model. In this
study, the stacked box photochemical model PSCBOX (Errera and Fonteyn, 2001; see
also Hendrick et al., 2004) is coupled to the RTM UVspec/DISORT. PSCBOX includes
48 variable species, 104 gas-phase and 27 photolysis reactions and is initialised daily15

with 12:00 UT pressure, temperature, and chemical species profiles from the three-
dimensional chemical transport model (3-D CTM) SLIMCAT (Chipperfield, 2006) for the
dates and location of interest. Pressure and temperature fields used in SLIMCAT are
taken from UKMO (UK Meteorological Office) meteorological analyses. The output time
step is 6 min. For the calculation of stratospheric AMFs, UVspec/DISORT parameters20

for aerosol loading, cloud cover, and surface albedo are respectively set at summer
background conditions with a visibility of 20 km, clear-sky, and 0.07. Then, AMFs are
interpolated from the calculated NO2 AMF look-up tables to the date and time/SZA
corresponding to the observations.

3.2.2 Tropospheric AMF25

In contrast to the stratospheric contribution, tropospheric NO2 concentrations can be
highly variable in time and space in polluted regions. For an optimal simulation of tro-
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pospheric AMFs, realistic a priori profiles that take into account local pollution events
are required. Therefore daily NO2 and aerosol profiles retrieved from the BIRA-IASB
MAX-DOAS observations performed during CINDI have been used to derive appropri-
ate tropospheric NO2 AMFs. These calculations were done with the bePRO package
based on the LIDORT RTM (Spurr, 2008). This RT suite, dedicated to the retrieval of5

trace gas and aerosol vertical profiles, and AMF calculation, based on the Optimal Es-
timation Method (Rodgers, 2000), is extensively described in Clémer et al. (2010) and
Hendrick et al. (2014). Tropospheric NO2 AMF look-up tables have been generated for
morning and afternoon conditions based on the averaging of the daily AMFs calculated
for the CINDI campaign period. For the aerosol and NO2 vertical profile retrievals, the10

following settings have been used: altitude grid with ten layers of 200 m thickness be-
tween 0 and 2 km, two layers of 500 m between 2 and 3 km, and 1 layer between 3 and
4 km, pressure and temperature profiles from US Standard Atmosphere, and a surface
albedo of 0.07, which is the yearly mean value extracted at 440 nm for Cabauw from
the Koelemeijer et al. (2003) albedo climatology. Regarding the a priori profiles, an ex-15

ponentially decreasing profile corresponding to an AOD of 0.05 and a scaling height
of 1 km has been chosen for the aerosol retrieval. Aerosol single scattering albedo
and phase moments were derived as in Clémer et al. (2010) based on co-located
AERONET sun photometer measurements. In the case of NO2, a profile decreasing
linearly from 0.3 ppb at 0 km to 0.01 ppb at 4 km was used as a priori. The a priori co-20

variance matrices for aerosol and NO2 were constructed as in Clémer et al. (2010). It
should be also noted that the stratospheric NO2 content is removed from the measured
DSCDs by taking the zenith measurement of each scan as reference.

3.3 Determination of the residual amount in the reference spectrum

In the DOAS analysis, the concentration of NO2 is determined with respect to a fixed25

amount of the absorber in a selected reference spectrum. This method is commonly
applied to remove the most prominent structures in the measured spectra, the so-
called solar Fraunhofer lines, as they blur out the much weaker absorption structures
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of trace gases. Furthermore, taking the ratio of measured spectra and a Fraunhofer
reference spectrum cancels out instrumental effects under the assumption that the
characteristics of the instrument remain stable over a sufficiently long period. Usually
this background spectrum contains (low) absorption from the measured species itself.
This residual amount is, however, unknown and needs to be quantified in order to be5

able to determine the total measured slant column (see Eq. 1).
It should be mentioned that the concentration of the absorber in the background

spectrum would be zero if an observation outside of the Earth’s atmosphere could
be used. This would avoid the necessity to quantify RSCD. However, as discussed
in Herman et al. (2009) accurate matching of an extraterrestrial spectrum measured10

with a spaceborne instrument to the GB ZS measured spectra has proven to be hard
due to the differences between the wavelength-dependent instrument slit functions.
Usually an appropriate observation from the GB instrument itself serves as reference.
To minimise the NO2 amount in the background spectrum, the reference is commonly
taken on a non-polluted, clear-sky day around local noon, when the sun is high and15

therefore the atmospheric absorption, especially in the stratosphere, is low. For the
analysis of the dataset, a ZS noon spectrum was selected on 21 June 2009 at 12:16 LT
(SZA= 29.3◦).

To constrain and quantify the residual amount of NO2 in the reference spectrum,
the statistical Minimum-amount Langley-Extrapolation (MLE) method is applied, as de-20

scribed in Herman et al. (2009). The MLE method is based on the assumption that
the minimum VCDs are constant or in other words independent from the AMF during
a portion of the measurement time. The RSCD can be quantified by plotting the ob-
served DSCDs for the whole dataset in function of the associated AMFs, calculated in
Sect. 3.2.1. Based on Eqs. (1) and (4) the relation between these quantities can be25

formulated as:

DSCD = VCD×AMF−RSCD (7)
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The MLE plot of the observed DSCDs and associated AMFs is given in Fig. 2. To
reduce the impact of uncertainties in the calculation of the AMFs, only observations
with an AMF below 5 are taken into account in the analysis. This threshold corresponds
to an SZA of approximately 80◦. The plotted DSCDs are binned in sets of 30 points per
group, starting from the lowest to the highest AMF. Then in each bin, the lowest value5

is identified and selected. Thereafter, a linear regression is applied on the selected
minima. According to Eq. (7), the opposite of the y-intercept gives an approximation
for the residual amount in the reference spectrum. In the present case, a value of
6.2×1015 moleccm−2 was determined based on the MLE method. It should be noted
that in Chen et al. (2009), the RSCD was determined using a completely different10

strategy, due to the absence of days without pollution. It was based on measurements
performed when the ZS instrument was located in a clean area as close as possible to
the polluted site of interest (Shanghai), in combination to co-located long-path DOAS
observations.

In principle a single reference spectrum can be used for the analysis of long-term15

measurements if the instrumental properties stay stable. In case of instrumental insta-
bility or configuration changes, a drift or/and a bias could be found in the observations,
requiring the determination of additional RSCDs for the periods corresponding to the
different instrumental conditions. Instrumental stability can be monitored based on the
uncertainty on the NO2 DSCDs and the RMS on the retrieval fit, both a direct product20

of the DOAS analysis.
Despite the limitations to quantify the NO2 RSCD, it should be mentioned that since

a single reference is used for the analysis of the whole dataset, potential errors in the
RSCD determination will affect all measurements in the same way. Thus, these RSCD
errors scarcely affect the relative variation of the retrieved tropospheric VCDs.25

3.4 Determination of stratospheric contribution to the total NO2 column

In order to obtain tropospheric SCDs, stratospheric SCDs need to be removed from
the total measured SCDs (see Eq. 2). SSCDs are derived as follows: first, SVCDs
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are retrieved both for 90◦ SZA sunrise and sunset. Then output from the photochem-
ical box-model PSCBOX is used to extrapolate both the 90◦ SZA twilight SVCDs to
daytime values. Finally the calculated SVCDs are converted to SSCDs based on the
corresponding stratospheric AMFs.

3.4.1 Retrieval of stratospheric VCDs at sunrise and sunset5

For the retrieval of stratospheric VCDs from ZS observations at twilight, the approach
recommended by the NDACC UV-Vis Working Group is followed (Van Roozendael and
Hendrick, 2012). It is based on the assumption that in case of ZS observations at dawn
and dusk, the effective light path in the stratosphere is significantly longer than in the
troposphere. Therefore, the tropospheric content generally does not contribute signif-10

icantly to the total measured slant column (MSCD). Neglecting the NO2 tropospheric
content, Eq. (5) can be rewritten as:

SVCD =
MSCD
SAMF

(8)

Only the twilight observations in a limited SZA range (86–91◦) around 90◦ SZA are
taken into account. For both sunrise and sunset, the SVCD is determined by applying15

a linear regression on the measurements in the above SZA range and by taking the
values corresponding to 90◦ SZA. According to Van Roozendael et al. (1994), the pre-
cision and accuracy of the SVCD retrievals are maximized at approximately 90◦ SZA.

Despite the assumed insignificant sensitivity of twilight observations to the tropo-
sphere, tropospheric NO2 pollution events could still be observed in the measurements20

for a significant number of days at a place like Cabauw. The strong interference of
tropospheric NO2 pollution hampers the correct retrieval of the stratospheric contri-
bution to the total NO2 column. More precisely, it induces an overestimation of the
stratospheric content. To cope with this problem, an approach is proposed to identify
a non-polluted reference day and to assume that the retrieved stratospheric content for25

this day is representative for the whole dataset, instead of a daily observation of the
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stratospheric NO2 amount. Various criteria need to be taken into account to evaluate
and identify such a suitable reference day:

1. Identification of days with, in general, a low tropospheric NO2 contribution in the
absence of local perturbations caused by tropospheric pollution events. Non-
polluted days can be differentiated based on a screening of plots of the NO25

DSCDs or SCDs as a function of SZA. The diurnal cycle of a “clean” day, domi-
nated by stratospheric absorption, is well-defined and typically has the shape of
a smooth u-shape without perturbations (see Fig. 3a).

2. Identification of non-overcast days with low aerosol loading based on plots of
the O4 DSCDs or SCDs. The oxygen dimer is highly sensitive to variation in10

the aerosol concentration or in the presence of clouds as already discussed in
Sect. 3.1. Days with a low aerosol loading typically have a minimal deviation
from the modeled O4 diurnal variation, characterized by a smooth u-shape (see
Fig. 3b).

3. Notwithstanding the fact that the DSCDs are already quality-checked in Sect. 3.1,15

based on the slant error and the RMS on the fit, a reference day should be char-
acterised by low values for both parameters.

4. Preferably a reference day should be selected near to the middle of the dataset in
order to minimise the bias, due to the stratospheric NO2 temporal variance and/or
seasonality, between the stratospheric NO2 content of the reference day and the20

“true” stratospheric NO2 content of the other days.

Day 174 (23 June 2009) was selected as the best reference candidate. The corre-
sponding SVCD values are 4.0×1015 and 5.8×1015 moleccm−2 for sunrise and sunset,
respectively (see Fig. 4). Although this day does not meet the fourth criterion, no better
candidates could be identified due to high tropospheric contamination, high aerosol25

loading or clouds. Note that the aforementioned selection criteria are solely based on
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the observed spectra itself. According to correlative meteorological observations and
in-situ measurements (Piters et al., 2012), day 174 was also identified as a clean, non-
overcast day.

Although the temporal variance of the stratospheric NO2 content can be assumed to
be small over a short time interval, it is characterised by a relatively strong seasonality.5

Therefore, the above approach can be applied for short-term datasets like the CINDI
campaign. In the case of long-term observations, especially at mid- and high-latitudes,
reference days for stratospheric NO2 correction should be preferably selected at least
every month, or better, on a weekly basis.

3.4.2 Stratospheric NO2 diurnal variation modeling between sunrise and sunset10

Stratospheric NO2 is characterised by a strong diurnal cycle which depends not only
on the scattering geometry but predominantly on the photochemistry, as discussed
already in Sect. 3.2.1. During nighttime, O3 oxidises NO to NO2 in the absence of
sunlight. At sunrise there is a strong decrease of NO2 due to photolysis. During daytime
at mid-latitude, NO2 displays a near-linear increase due to the slow photolysis of N2O5.15

At sunset a rapid increase of NO2 occurs due to the progressive absence of photolytic
loss.

In this study, the photochemical model PSCBOX described in Sect. 3.2.1 is used
to calculate the rapid variation of the NO2 concentration at twilight. PSCBOX is ini-
tialised with output of the 3-D CTM SLIMCAT based on the date of the selected clean20

reference day. Then, the simulated NO2 diurnal cycle is made consistent with the ob-
servations and fitted on the stratospheric VCDs retrieved at twilight for the reference
day: a scaling factor is calculated by taking the ratio of the retrieved and simulated
stratospheric VCD at 90◦ SZA for both sunrise and sunset and it is then interpolated
for the SZA range in between. Finally, the full NO2 diurnal variation is warped on the25

retrieved stratospheric twilight VCDs by multiplying the simulated NO2 diurnal cycle by
the varying scaling factor. Obtaining the stratospheric NO2 diurnal cycle by combining
measurements and a CTM has the advantage that that the model accounts for dynam-
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ical features in stratospheric NO2 while the retrieval does not depend quantitatively on
the CTM. Instead it is driven by and in good agreement with the observations. The
simulated and measurement-adjusted NO2 VCD diurnal cycles are both illustrated in
Fig. 4.

In Chen et al. (2009), an assumption is made that the typical NO2 diurnal cycle is5

characterized by a quasi-linear increase and that this can be modeled by a linear inter-
polation between the retrieved stratospheric NO2 VCDs at 90◦ SZA sunrise and sunset.
As illustrated in Fig. 4 by the red dotted curve, this assumption is valid between approx-
imately 80◦ SZA sunrise and sunset. Applying a linear interpolation between 90◦ SZA
sunrise and sunset leads to an overestimation of the stratospheric content by approx-10

imately 1.0×1015 moleccm−2 with respect to the simulated diurnal variation, adjusted
with measurements at 90◦ SZA sunrise and sunset. This point is further discussed in
Sect. 3.6.

3.5 Determination of the NO2 tropospheric vertical column

Once the daytime SVCDs have been converted into SSCDs using Eq. (5), the retrieval15

of tropospheric NO2 VCDs is straightforward (see Eqs. 2 and 3): SSCDs are removed
from MSCDs and resulting TSCDs are converted into TVCDs using appropriate AMFs
from the generated look-up tables (TAMFs; see Sect. 3.2.2). TVCDs are retrieved for
each day of the dataset between sunrise and sunset with usually a time interval of ap-
proximately 20 min. For a number of days the frequency is significantly lower because20

of instrumental issues or the removal of observations with a large uncertainty, as it was
described in Sect. 3.1. As sensitivity to the troposphere is decreasing fast with larger
SZAs, tropospheric columns are derived only during daytime for SZAs below 80◦.

Despite the fact that this study focuses on retrieval of tropospheric VCDs, the re-
trieved daytime SVCDs are also a valuable product of the approach. It should be men-25

tioned, however, that the observed spectra are analysed with a NO2 cross-section at
room temperature (298 K) instead of with a cross-section at 220 K, commonly used for
retrieval of stratospheric columns. Therefore, the retrieved SVCD product will be sys-
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tematically overestimated, as described in Vandaele et al. (1998), due to the tempera-
ture dependency of the NO2 cross-section and the fact that the effective stratospheric
NO2 temperature is not taken into account. A compensation factor is applied in order to
correct the retrieved SVCDs. This factor, given by the slope of the regression between
the “warm” and “cold” cross-sections, is of about 0.8 for the 220–298 K temperature5

interval.

3.6 Error budget analysis

To assess the tropospheric NO2 VCD retrieval approach, the main error sources related
to the different steps are estimated and discussed here. Based on Eqs. (1)–(3) can be
reformulated as:10

TVCD =
DSCD+RSCD−SSCD

TAMF
(9)

The different contributing uncertainties are assumed to be sufficiently uncorrelated with
each other as they arise from nearly independent steps. The combined or overall error
of the different identifiable uncertainty sources of the tropospheric NO2 VCD retrieval
approach can then be calculated by using the following error propagation method:15

σ2
TVCD

=
(
σDSCD

TAMF

)2

+
(
σRSCD

TAMF

)2

+
(
σSSCD

TAMF

)2

+
(

TSCD

TAMF2
×σTAMF

)2

(10)

Four main error sources are contributing to the overall uncertainty on the retrieved
NO2 TVCDs: (1) random errors caused by noise in the spectral measurements and the
DOAS spectral fitting (σDSCD), (2) errors originating from the estimation of the NO2 SCD
residual amount in the reference spectrum (σRSCD), (3) errors related to the estimation20

of the stratospheric contribution to the total NO2 column (σSSCD), and (4) errors in the
calculation of the tropospheric AMFs (σTAMF) caused by the uncertainties due to the
assumptions made for the NO2 profile shape, aerosol effects and surface albedo.
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The statistical error on the DOAS fit (1-sigma SD), a direct output of the DOAS
analysis, represents error source (1). Representative absolute values for σDSCD at min-
imum SZA around noon and high SZA at 80◦, are typically in the order of 3.4×1014

and 5.5×1014 moleccm−2, respectively. As described in Sect. 3.1, the retrieved NO2
DSCDs are quality-checked for outliers and those are filtered out, prior to further pro-5

cessing.
Error source (2) is the uncertainty related to the statistical Minimum-amount Langley-

Extrapolation method utilized for the determination of the residual amount in the refer-
ence spectrum. The RMS error on the fit is estimated to be 1.3×1015 moleccm−2.

As described in Sect. 3.4, different steps are involved in the determination of the10

stratospheric abundance, all contributing to the overall SSCD error (error source 3).
The corresponding error sources can be summed in quadrature to obtain an estimate
for σSSCD and are the following:

i. A first main error source originates from the retrieval approach of stratospheric
VCDs at 90◦ SZA at sunrise and sunset. As the air mass, which is sampled at15

twilight, might be several hundred kilometers further away towards the sun, the
effective SZA at the location of the air mass is lower than the 90◦ SZA at the mea-
surement station, used so far in the standard NDACC retrieval. To take this effect
into account, stratospheric VCDs have been also retrieved at 87◦ SZA at sun-
rise and sunset and the impact on the tropospheric VCDs has been investigated.20

The retrieved stratospheric VCDs corresponding to 87◦ SZA are approximately
3.7×1014 moleccm−2 lower than at 90◦ SZA. This causes an average increase of
the retrieved tropospheric VCDs of 5 %.

ii. A second uncertainty comes from the error in the simulation of the NO2 diur-
nal cycle by the stacked box photochemical model and the assimilation with the25

retrieved stratospheric VCDs at sunrise and sunset. Previous sensitivity studies
taking into account uncertainties related to NOx partitioning reaction rates, O3
and temperature profiles, and aerosol loading pointed out that 20 % is a conser-
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vative value for the uncertainty on modeled stratospheric NO2 VCDs and profiles
(Preston et al., 1997; Bracher et al., 2005).

iii. The third main error source is the uncertainty on the stratospheric AMFs, which is
mainly due to the choice of the RT model settings. Several studies (e.g. Solomon
et al., 1987; Van Roozendael et al., 1994; Ionov et al., 2008) showed that this5

uncertainty is of about 10 % at 90◦ SZA.

iv. The fourth error source, contributing to the overall SSCD error, results from the
selection of a fixed reference day to determine the stratospheric content and the
assumption of temporal invariance of stratospheric NO2. Although the variation of
the stratospheric NO2 content is small at mid-latitude in summer over a short time10

interval, like the duration of the CINDI campaign, this error is taken into account by
estimating the maximal variation between the simulations of the NO2 diurnal cycle
for all days of the acquisition period. This uncertainty is found to be approximately
of 1.8×1014 moleccm−2.

Errors in the calculation of the tropospheric AMFs, due to uncertainties in the RT model15

parameters, are the major error source (4). They affect the retrievals in a systematic
way. In Chen et al. (2009) and Wang et al. (2012), a thorough sensitivity study is applied
with varying input parameters in the radiative transfer simulations. The influence of
parameters such as aerosol and NO2 layer height, aerosol optical depth (AOD) and
NO2 profile, surface albedo, etc. has been tested. Based on these sensitivity studies,20

the uncertainty on TAMF is estimated to range between 10 and 20 % for SZAs between
20 and 85◦. As in our retrieval approach daily NO2 and aerosol profiles, retrieved from
the MAX-DOAS observations, were utilised instead of model data for the a priori profile
shape, it is assumed that σTAMF should be definitely within the estimated uncertainties.
This is confirmed by the estimation of the uncertainty on the AMFs due to the variability25

of the NO2 vertical profiles retrieved during CINDI, which is found to be of 12 % on
average.
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Results of the error budget analysis are summarised in Table 2 and are visualised in
Fig. 5. In Table 2, the typical relative errors are presented according to the observed
tropospheric NO2 amount: (1) low (below 33th percentile or < 0.6×1016 moleccm−2),
(2) moderate (between 33th and 66th percentile or 0.6 and 1.0×1016 moleccm−2), and
(3) high (above 66th percentile or > 1.0×1016 moleccm−2) NO2 TVCD values. For each5

NO2 TVCD range, the mean relative uncertainty σ is given for both the individual main
error sources and the corresponding overall errors.

The error budget indicates that the overall uncertainty σTVCD on the retrieved NO2
TVCDs is on average of 28 %. Larger errors (∼ 40 %) are obtained in case of small
TVCD values. In this case, the errors are dominated by uncertainties in the determi-10

nation of the NO2 SCD residual amount in the reference spectrum. For moderate and
high TVCD values, the corresponding overall relative errors are of 24 and 21 % re-
spectively. In these conditions, the main error sources are the determination of the
stratospheric NO2 abundance and the calculation of tropospheric AMFs. Errors related
to the DOAS retrieval (σDSCD) and to the determination of the residual amount (σRSCD)15

seem to drop in case of larger NO2 TVCDs, while errors originating from the deter-
mination of the stratospheric NO2 abundance (σSSCD) are not depending significantly
on the TVCD values. Errors due to the calculation of tropospheric AMFs (σTAMF), on
the other hand, slightly increase with increasing TVCDs. In Fig. 5 the estimated overall
absolute and relative errors are plotted in function of the retrieved NO2 TVCDs. It can20

be seen that the largest absolute errors are associated with the largest TVCD values
as expected. The relative errors, on the other hand, which can be up to 100 % in case
of very low tropospheric contributions show a steep and rapid drop in case of increas-
ing TVCDs. The relative error is almost constant (∼ 22 %) for NO2 TVCDs larger than
2.0×1016 moleccm−2.25
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4 Retrieval results – correlative comparison

The tropospheric NO2 columns have been compared with correlative datasets in order
to thoroughly assess our ZS retrieval algorithm. To ensure comparability of data, and to
reduce instrumental and algorithmic differences, a set of measurement requirements
were defined in the framework of CINDI, which had to be performed by all instruments5

to the greatest possible extent (Piters el al., 2012). The same holds for the parameter
settings for the trace gas retrieval as well as the relevant cross-sections included in
the spectral fit (Roscoe et al., 2010). A first comparison is done with the VCDs ob-
tained from a SAOZ instrument, which has been operated during the CINDI campaign
in the close proximity of the BIRA-IASB instrument. Then the retrieval results are com-10

pared with VCDs from MAX-DOAS and DS-DOAS observations, also performed with
the BIRA-IASB instrument.

4.1 ZS-DOAS SAOZ

The ZS-DOAS SAOZ instrument has been developed by CNRS-LATMOS at the end of
1980’s. Since then, about 20 SAOZ instruments have been installed at various latitudes15

on the globe with initially the measurement of stratospheric ozone and NO2 as main
objective. Instrumental set-up has been described in Pommereau and Goutail (1998)
and Piters et al. (2012) for the CINDI campaign. During the CINDI campaign, a mea-
surement was done every 2 min, resulting in a high frequency of ZS observations. The
retrieval strategy is discussed in Dieudonné et al. (2013).20

4.2 MAX-DOAS

In addition to zenith-sky observations, the BIRA-IASB MAX-DOAS instrument mea-
sured scattered sunlight at different elevation angles towards the horizon, hereby in-
creasing the sensitivity to absorbers present close to the ground. The azimuth was
fixed along a west-north-westerly direction (287◦) with an unobstructed view down to25
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an elevation angle of 0.5◦. Tropospheric NO2 vertical profiles and corresponding VCDs
have been retrieved by applying the bePRO profiling tool (Clémer et al., 2010; Hen-
drick et al., 2014) to the measured off-axis DSCDs. Retrieval settings are described in
Sect. 3.2.2.

4.3 DS-DOAS5

The BIRA-IASB instrument is also able to perform observations of direct solar irradi-
ance. NO2 vertical columns can be accurately retrieved based on the DS-DOAS ap-
proach as the light path through the atmosphere, and subsequently the AMF, is straight-
forward to model. The determination of the AMF does not require complex radiative
transfer calculations, but can be geometrically derived as the secant of the SZA. This10

significantly reduces uncertainties in the conversion from slant to vertical columns. The
stratospheric contribution, determined as described in Sect. 3.4, is subtracted from the
total NO2 columns in order to obtain tropospheric VCDs. A major drawback of the DS
observation is the dependency on clear-sky conditions. As cloud cover was substantial
during the CINDI campaign, the acquired DS-DOAS dataset is relatively scarce. The15

fundamentals of DS-DOAS are extensively discussed in Brewer et al. (1973), Cede
et al. (2006), and Herman et al. (2009).

4.4 Discussion of the correlative comparison

The comparisons between ZS-DOAS and SAOZ, ZS-DOAS and MAX-DOAS, and ZS-
DOAS and DS-DOAS are shown in Fig. 6. A complete scan with the BIRA-IASB instru-20

ment, consisting of ten off-axis measurements at different elevation angles including
zenith takes approximately 20 min of measurement time. The frequency of ZS mea-
surements is therefore much lower than in case of the SAOZ, which is an instrument
dedicated to perform only ZS observations (approximately one measurement every two
minutes). To reduce the temporal variability due to different measurement sampling and25

to intercompare the different datasets in a meaningful way, the retrievals are averaged
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in 30 min bins. An overall good agreement can be observed between ZS-DOAS, SAOZ,
MAX-DOAS and DS-DOAS during the CINDI campaign, demonstrating the robustness
and reliability of the presented approach.

Figure 7 shows the scatterplot and linear regression analysis of the binned and av-
eraged NO2 TVCDs, retrieved for the whole time series from (a) ZS-DOAS vs. SAOZ,5

and (b) ZS-DOAS vs. MAX-DOAS, respectively. For both comparisons a correlation co-
efficient higher than 0.9 can be observed. The linear regression analysis shows slopes
within 18 % of unity and intercepts close to zero. In case of small NO2 TVCD retrievals,
we see a positive bias for the SAOZ with respect to ZS-DOAS retrievals, while the bias
gets negative at higher TVCD values.10

In Fig. 8 the NO2 TVCD daily mean time series, retrieved from (a) ZS-DOAS and
SAOZ, and (b) ZS-DOAS and MAX-DOAS, respectively, are compared. A very good
consistency can be observed between the ZS-DOAS and SAOZ NO2 TVCD retrievals,
for both low and high TVCD values. The MAX-DOAS retrievals show similar day-to-day
variations with respect to the ZS-DOAS and SAOZ retrievals. However, a positive bias15

of about 18 % on average can be observed for MAX-DOAS retrievals.
The same feature can be seen in Fig. 9, showing the retrieved NO2 TVCD diurnal

cycle of two subsequent days in the dataset, i.e. 3 July 2009 (day 184; see Fig. 9a)
and 4 July 2009 (day 185; see Fig. 9b). For most retrievals, MAX-DOAS data shows
a positive offset while DS-DOAS and SAOZ retrievals are very close to each other.20

This could be explained by the fact that different air masses were observed because
of the different viewing geometries of the multi-axis and zenith-sky approach. It should
also be noted that MAX-DOAS has a higher sensitivity to NO2 present close to the
ground than the other techniques. In Fig. 9, also the DS-DOAS retrievals are plotted.
To avoid smoothing due to interpolation between the limited number of retrievals and for25

a better interpretation of the results, DS-DOAS retrievals are represented as point data.
The DS-DOAS retrievals are seen to be in good agreement with the TVCDs retrieved
by the other approaches.
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It is clear from the observations that day to day tropospheric NO2 concentrations
can have a high variability at the Cabauw site. For day 184 (3 July), many tropospheric
NO2 pollution events can be observed. On the other hand, day 185 (4 July) is a clean
day with low tropospheric NO2 values, showing a smooth decrease in the morning
and a slow build-up starting from noon. The meteorological parameters have shown5

that the NO2 concentration variability is strongly depending on wind direction. On day
184, there were moderate winds (4.3 ms−1) from the southwest. The regions north of
Cabauw are relatively clean, while there are strong pollution sources in the west (Rot-
terdam) and the south (industrial Flanders). When the wind is blowing from the south or
west, retrievals from the Ozone Monitoring Instrument (OMI) as well as CHIMERE sim-10

ulations over Cabauw have shown tropospheric NO2 columns that are approximately
two times higher than on days with winds from the north or east (Piters et al., 2012).
On day 185 there was a light breeze (2.5 ms−1) from the northwest. On this day, the air
over Cabauw was dominated by cleaner air originating from the North Sea.

5 Discussion and recommendations15

In this section, the presented retrieval approach is briefly discussed with a focus on
recommendations to improve the applicability on ZS observations acquired at other GB
stations. From the error budget analysis can be concluded that reliable NO2 TVCDs
can be retrieved in case of moderate and strong polluted sites. Cabauw is a typical
example of such a site as it is a semi-rural area, in the direct proximity of the four20

largest cities of the Netherlands. Depending on the meteorological conditions, the city
may therefore be subject to substantial pollution events. In case of application of the
retrieval approach on ZS observations performed at a station with very low or very high
tropospheric content, some recommendations are made below.

Application of chemically-modified Langley plots (Lee et al., 1994), which are fre-25

quently used for determination of the NO2 residual amount in the reference spectrum,
was meaningless in case of the Cabauw dataset. Only the observations in a limited
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SZA range (90–80◦) with low tropospheric sensitivity could be used, since tropospheric
pollution events can affect the straight-line fits of the Langley plot method. Along with
the low frequency of ZS observations, i.e. each 15 to 20 min, too few data points re-
mained in the plot to be statistically relevant. Furthermore, some tropospheric contam-
ination could still be observed, even at high SZA. Constantin et al. (2013) reported5

similar issues with the chemically-modified Langley plot method, when applied on ob-
servations from a polluted site. For the selection of the SZA interval, a trade-off was
discussed between having a sufficiently large set of observations while avoiding tropo-
spheric contamination at lower SZA. In case of low to moderate tropospheric content, it
is however strongly recommended to apply both the MLE and the chemically-modified10

Langley plot methods in order to further constrain the determination of the residual
amount in the reference spectrum and to reduce the substantial uncertainties in this
step.

Another important error source is the determination of the stratospheric contribution.
The assumption that the tropospheric contribution is negligible in case of ZS observa-15

tions at dawn and dusk does not always count in case of sites where frequent strong
pollution events occur. Therefore, an approach was proposed to identify a non-polluted
reference day and to assume that the retrieved stratospheric content for this day is
representative for the whole dataset. It is recommended, however, to use daily obser-
vations (or to take a weekly mean) of the stratospheric NO2 amount in the absence of20

frequent tropospheric pollution events in order to reduce the uncertainties introduced
by the temporal variance and/or seasonality of the stratospheric NO2 content.

In Chen et al. (2009) a strategy was applied to determine the stratospheric contribu-
tion in case of a heavy polluted site. Due to severe tropospheric contamination at the
measurement site in Shanghai (China), no clean reference day could be identified in25

the dataset. Instead, measurements were done at Chongming Island, which lies to the
northeast of Shanghai in the Pacific Ocean. Chongming can be considered as the area
with the smallest tropospheric NO2 pollution in the proximity of Shanghai. The SVCDs
determined for a clean day at Chongming Island were eventually used to retrieve the
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TVCDs from the observations acquired in Shanghai. This strategy can be, however, an
additional error source, because of the spatial and temporal variations of the strato-
spheric NO2 content. It makes also difficult its application to any other station due to
the need of these additional measurements in a clean site.

6 Application at the NDACC site OHP5

The potential of the presented ZS retrieval algorithm is also demonstrated by its
application on observations acquired at the NDACC station Observatoire de Haute
Provence (OHP, 43.94◦ N, 5.71◦ E, ∼ 650 ma.s.l.), where BIRA-IASB and LATMOS op-
erate a MAX-DOAS (UV channel only) and a SAOZ instrument, respectively. OHP is
a mostly remote site at mid-latitude in Southern France, affected from time to time by10

pollution events coming from the Marseille area (South of OHP). Tropospheric columns
are retrieved for a 2 year period from August 2012 to July 2014.

Taken the recommendations of Sect. 5 into account, slightly different strategies are
applied in the different steps of the retrieval approach: (1) For the determination of
the RSCD, the comparison between the chemically-modified Langley plot and the MLE15

method shows consistent results when applied on observations acquired at a back-
ground station like OHP. Both a higher frequency of ZS observations and the lack of
frequent tropospheric contamination results in a sufficiently large and reliable dataset
to derive the RSCD by linear least-squares regression in the chemically-modified Lan-
gley plot. A single noon spectrum, selected on 31 August 2013 at 11:40 LT, is used for20

the analysis of the whole time series. For the RSCD, a value of 2.7×1015 moleccm−2

is determined. (2) Due to the absence of frequent tropospheric pollution events at twi-
light, daily observations of the stratospheric contribution could be performed instead
of retrieving the stratospheric content for a number of reference days, representative
for parts of the dataset. This strategy reduces the uncertainties introduced by the tem-25

poral variance and/or seasonality of the stratospheric NO2 content. (3) A seasonally-
resolved climatology of tropospheric NO2 AMFs has been generated based on the
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lower tropospheric NO2 vertical profiles retrieved by applying the bePRO algorithm
(see Sect. 3.2.2) to the August 2012 to July 2014 MAX-DOAS measurements at OHP.
At this station, the MAX-DOAS instrument operates only in the UV at the following ele-
vation angles: 2, 4, 6, 8, 11, 26, and 90◦ (zenith). Regarding the a priori NO2 profiles,
exponentially decreasing profiles corresponding to the vertical columns determined by5

the geometrical approximation and a scaling height of 0.5 km has been chosen. In the
case of aerosol retrievals, a single extinction profile taken from the LOWTRAN clima-
tology and corresponding to background conditions has been used as a priori. The
retrieval altitude grid is one layer of 150 m thickness between 0.65 (altitude of the sta-
tion) and 0.8 km altitude, 10 layers of 200 m thickness between 0.8 and 3 km, and one10

layer of 1 km thickness between 3 and 4 km. NO2 and aerosol extinction profiles have
been retrieved at 370 and 360 nm, respectively. In the case of AMF calculation, the
following wavelength were selected: 370 and 460 nm. These two sets of UV and vis-
ible AMFs have been used for the application of the ZS approach to the MAX-DOAS
and SAOZ measurements, respectively. For the calculation of AMFs in the visible, the15

aerosol profiles retrieved at 360 nm have been converted to 460 nm using the Ångström
exponents derived from collocated CIMEL/AERONET sun photometer measurements
(http://aeronet.gsfc.nasa.gov; see also Wang et al., 2014). MAX-DOAS NO2 vertical
columns involved in the comparison with the ZS method have been derived by integrat-
ing the retrieved NO2 vertical profiles.20

The retrieved TVCDs have been compared again with correlative datasets from
SAOZ and MAX-DOAS observations and the resulting monthly mean time series are
shown in Fig. 10. At OHP, a marked seasonal cycle can be observed with a maximum
in winter with mean values close to 3×1015 moleccm−2 and a minimum in summer with
mean values around 1.7×1015 moleccm−2. In general the three datasets are in good25

agreement for both low and high TVCDs: the correlation coefficients are respectively
0.82 and 0.88 for the comparison of ZS-DOAS with MAX-DOAS and with SAOZ. These
results further support the good reliability of the ZS retrieval approach presented in this
study.
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7 Summary and conclusions

An algorithm for retrieving tropospheric NO2 VCDs from GB ZS DOAS measurements
has been presented, with a full characterisation of the different retrieval steps. This
algorithm has been developed and tested based on ZS observations from the BIRA-
IASB MAX-DOAS instrument, acquired during the CINDI campaign at Cabauw, the5

Netherlands. For the tropospheric VCDs, a median value of 7.9×1015 moleccm−2 can
be observed at the Cabauw site with maxima up to 6.0×1016 moleccm−2. The re-
trievals are in good agreement when compared to TVCDs retrieved from off-axis and
DS observations, and ZS measurements acquired by a co-located SAOZ instrument.
For both comparisons a correlation higher than 0.9 can be observed with slopes within10

18 % of unity and intercepts close to zero. The main error sources are characterised
for the four principal steps of the retrieval approach:

1. Uncertainties due to the DOAS analysis and noise in the spectral measurements
result in a relative error of approximately 14 and 3 % for low and high tropospheric
VCD retrievals, respectively. It should be noted that DSCDs are quality-checked,15

including the removal of outliers, and compensated for multiple scattering events
prior to the retrieval.

2. The NO2 SCD residual amount in the fixed reference spectrum, measured on
a non-polluted, clear-sky day around local noon, is determined based on the sta-
tistical Minimum-amount Langley-Extrapolation method. The related uncertainty20

can be substantial (22 % on average and up to 40 % in case of low NO2 TVCDs).
However, since a single RSCD is used for the analysis of the whole dataset, po-
tential errors scarcely affect the relative variation of the retrieved tropospheric
VCDs.

3. The stratospheric contribution to the total column is determined based on a two-25

step approach. First, stratospheric VCDs are retrieved for both 90◦ SZA sunrise
and sunset for the selected reference day (23 June 2009). Then the NO2 diurnal

964



D
iscussion

P
aper

|
D

iscussion
P

a
per

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|

variation between the 90◦ SZA twilight observations, modeled by the photochem-
ical box-model PSCBOX, is fitted to these observations. The overall error for this
step is estimated to be around 19 %. It accounts for the uncertainties due to (1)
the determination of the effective SZA corresponding to the twilight observations,
(2) the modeling of the NO2 diurnal variation, (3) the simulation of stratospheric5

AMFs, and (4) the assumption of the temporal invariance of stratospheric NO2
during the CINDI campaign period.

4. In the last step of the retrieval approach, tropospheric NO2 slant columns re-
trieved between 80◦ SZA sunrise and sunset are converted to vertical columns
by using appropriate tropospheric AMFs. Errors on the calculation of the tropo-10

spheric AMFs are estimated to range between 10 and 20 %, depending on the
SZA.

In general, the error budget analysis indicates that tropospheric NO2 VCDs can be
retrieved with the ZS approach with an uncertainty σTVCD of less than 28 %. In case of
low tropospheric content, the relative errors are found to be higher (i.e. in the order of15

40 %) and are dominated by uncertainties in the determination of the residual amount
in the reference spectrum. In case of strong tropospheric pollution events, the overall
error drops to approximately 22 %. So the TVCD retrievals are generally more reliable
in case of large tropospheric contributions, as expected, and for such conditions, the
largest uncertainties find their origins in the determination of the stratospheric NO220

abundance (19 %) and the calculation of tropospheric AMFs (15 %).
The present study demonstrates that ZS observations, widely used for monitoring

of the stratospheric composition since about three decades, are also suitable for the
retrieval of tropospheric NO2 column amounts, despite the lower sensitivity to the tro-
posphere when compared to MAX-DOAS observations. In order to further demonstrate25

the potential of the presented retrieval algorithm, it has been successfully applied on
a 2 year dataset acquired at OHP, being a background site from time to time affected
by pollution events. This offers new perspectives for the exploitation of ZS UV-Vis ob-
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servations at NDACC stations and the applicability of the algorithm on data from other
stations as well as longer time series will be further investigated. At present, there are
far more ZS-DOAS than MAX-DOAS GB stations at various latitudes and much longer
time series of ZS observations are available than for MAX-DOAS, mainly due to the
novelty of the latter technique. This makes the ZS retrieval approach relevant for inves-5

tigating the long-term evolution of tropospheric NO2, with a feed-back of more than two
decades at some stations.
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Table 1. Main DOAS analysis parameter settings for NO2 slant column spectral fit, in accor-
dance with the NDACC UV-Vis Working Group recommendations (Van Roozendael and Hen-
drick, 2012).

Parameter Settings

Fitting interval 425–490 nm
Wavelength calibration method Calibration based on reference

solar atlas (Chance and Kurucz, 2010)
Cross-sections
NO2 Vandaele et al. (1998), 298 K
O3 Bogumil et al. (2003), 223 K
H2O Harder and Brault (1997)
O4 Hermans et al. (2003)
Ring effect correction method Chance and Spurr (1997)
Polynomial term Polynomial of order 5
Intensity offset correction Slope
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Table 2. Error budget on the retrieved tropospheric NO2 VCDs. The typical relative and ab-
solute errors (in percent and 1015 moleccm−2, respectively) are given for low (below 33th per-
centile or < 0.6×1016 moleccm−2), moderate (between 33th and 66th percentile or 0.6 and
1.0×1016 moleccm−2) and high (above 66th percentile or > 1.0×1016 moleccm−2) NO2 TVCD
values, respectively. The last column gives the typical uncertainties on all retrieved TVCDs.

Error source Low TVCD Mod TVCD High TVCD Total TVCD

σDSCD 14 % (0.5) 6 % (0.4) 3 % (0.5) 8 % (0.5)
σRSCD 40 % (1.3) 16 % (1.3) 9 % (1.3) 22 % (1.3)
σSSCD 20 % (0.8) 19 % (1.5) 19 % (3.1) 19 % (1.8)
σTAMF 13 % (0.2) 14 % (0.2) 15 % (0.2) 14 % (0.2)

σTVCD 38 % (1.3) 24 % (1.9) 21 % (3.5) 28 % (2.2)
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Figure 1. Example of a NO2 enhancement event, due to multiple scattering, on day 187
(6 July 2009). Both (a) the NO2 DSCD and (b) the O4 SCD diurnal cycles show a large spike
at approximately 17:10 LT (red dot).

976



D
iscussion

P
aper

|
D

iscussion
P

a
per

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|

Figure 2. A value of 6.2×1015 moleccm−2 is determined for the residual amount in the refer-
ence spectrum (RSCD) based on application of the MLE method. The ZS noon spectrum was
selected on 21 June 2009 at 12:16 LT.
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Figure 3. NO2 and O4 slant column diurnal cycle for the non-polluted, clear-sky reference day
174 (23 June 2009). (a) The NO2 DSCD diurnal cycle, dominated by stratospheric absorp-
tion, has a typical u-shape with minimal tropospheric perturbations. (b) The observed O4 SCD
diurnal cycle largely follows the smooth curve, modeled with the RTM UVspec/DISORT.
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Figure 4. Representation of the retrieved stratospheric NO2 VCDs at 90◦ SZA sunrise and
sunset for reference day 174 (Sect. 3.4.1) and fit of the NO2 diurnal cycle modeled with the
photochemical model PSCBOX.
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Figure 5. Overall absolute and relative errors (σTVCD) on the retrieved NO2 TVCDs.
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Figure 6. Comparisons of the tropospheric NO2 VCD time series, between (a) ZS-DOAS and
SAOZ, (b) ZS-DOAS and MAX-DOAS, and (c) ZS-DOAS and DS-DOAS. TVCDs are binned
and averaged in timeslots of 30 min.
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Figure 7. Scatter plot and linear regression analysis of the TVCDs retrieved for the whole time
series from (a) ZS-DOAS and SAOZ, and (b) ZS-DOAS and MAX-DOAS, respectively. TVCDs
are binned and averaged in 30 min bins.
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Figure 8. TVCD daily mean time series for (a) ZS-DOAS and SAOZ, and (b) ZS-DOAS and
MAX-DOAS, respectively.
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Figure 9. TVCD diurnal variation for (a) a day with many pollution events (day 184) and
(b) a non-polluted day (185), respectively. To avoid smoothing due to interpolation between the
limited number of retrievals and for a better interpretation of the results, DS-DOAS retrievals
are represented as point data here.
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Figure 10. TVCD monthly mean time series at the OHP station for ZS-DOAS, SAOZ and MAX-
DOAS for the period August 2012–July 2014. The error bars on the MAX-DOAS data points
correspond to the one-sigma SD.
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Abstract We present a new data set of sulfur dioxide (SO2) vertical columns from observations of the
Ozone Monitoring Instrument (OMI)/AURA instrument between 2004 and 2013. The retrieval algorithm
used is an advanced Differential Optical Absorption Spectroscopy (DOAS) scheme combined with radiative
transfer calculation. It is developed in preparation for the operational processing of SO2 data product for
the upcoming TROPOspheric Monitoring Instrument/Sentinel 5 Precursor mission. We evaluate the SO2

column results with those inferred from other satellite retrievals such as Infrared Atmospheric Sounding
Interferometer and OMI (Linear Fit and Principal Component Analysis algorithms). A general good agreement
between the different data sets is found for both volcanic and anthropogenic SO2 emission scenarios. We
show that our algorithm produces SO2 columns with low noise and is able to provide accurate estimates of
SO2. This conclusion is supported by important validation results over the heavily polluted site of Xianghe
(China). Nearly 4 years of OMI and ground-based multiaxis DOAS SO2 columns are compared, and an
excellent match is found. We also highlight the improved performance of the algorithm in capturing weak
SO2 sources by detecting shipping SO2 emissions in long-term averaged data, an unreported measurement
from space.

1. Introduction

Sulfur dioxide (SO2) is emitted to the atmosphere from anthropogenic and natural sources. Anthropogenic
emissions are mostly from combustion of fossil fuels (coal and oil) and metal smelting. The main natural
source of nonvolcanic sulfur in the boundary layer is the oxidation of biogenic dimethyl sulfide from the
oceans, but in the upper troposphere and lower stratosphere (UTLS), volcanic eruptions constitute the largest
natural contributor of SO2. Sulfur dioxide is depleted in the atmosphere either through deposition or
oxidation mechanisms, the latter leading to aerosol formation. The reactive compounds can have adverse
effects on surrounding environments (acid rain), air quality [Chin and Jacob, 1996], weather, clouds, and
climate [Intergovernmental Panel on Climate Change, 2013]. In the stratosphere, the forcing from sulfate
aerosols can have a transient impact on global climate for several years after strong volcanic eruptions
[Robock, 2000].

Satellite observations of SO2 are a key data source for assessing global SO2 budget and chemistry, studying air
pollution, and monitoring volcanic activity and related hazardous clouds. In particular, nadir ultraviolet (UV)
sounding is well suited to detect SO2 from both volcanic and anthropogenic sources, owing to good sensitivity
to SO2 in the lower troposphere. SO2 has strong absorption bands in the UV spectral range, and the total
SO2 vertical column density (VCD, hereafter expressed in Dobson Unit—1 DU=2.69×1016 molecules cm�2)
can be retrieved from satellite measurements of solar backscattered UV radiation, albeit with significant
uncertainty. Satellite UV remote sensing of SO2 VCD has been achieved by the following instruments: Total
Ozone Mapping Spectrometer [Krueger et al., 1995; Carn et al., 2004], Global Ozone Monitoring Experiment
(GOME-2) [Eisinger and Burrows, 1998; Khokhar et al., 2005], Scanning Imaging Absorption Spectrometer for
Atmospheric Chartography (SCIAMACHY) [Richter et al., 2006; Lee et al., 2009], GOME-2 [Richter et al., 2009a;
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Nowlan et al., 2011; Rix et al., 2012], Ozone Monitoring Instrument (OMI) [Krotkov et al., 2006; Yang et al., 2007],
and Ozone Mapping and Profiler Suite (OMPS) [Yang et al., 2013]. The OMI UV mapper is particularly
appealing as it combines hyperspectral measurement capability at high signal-to-noise ratio with high spatial
resolution (pixel size is 13 × 24 km2 at nadir) and daily global coverage [Levelt et al., 2006]. Sulfur dioxide
retrievals from OMI have been used quite extensively to measure volcanic degassing (a review is provided by
Carn et al. [2013]) and anthropogenic emissions [e.g., Carn et al., 2007; Krotkov et al., 2008; Li et al., 2010;
Fioletov et al., 2011; Lu et al., 2013]. Recently, Fioletov et al. [2013] showed that long-term averaged SO2

retrievals by OMI, GOME-2, and SCIAMACHY were generally in good quantitative agreement over large
emission sources, when using consistent assumptions for the radiative transfer and after applying local bias
filtration techniques. They also demonstrated the improved detection of small sources by OMI compared to
the other sensors.

In this paper, we present a new OMI algorithm to determine SO2 columns by applying a multiwindows
Differential Optical Absorption Spectroscopy (DOAS) scheme [Platt and Stutz, 2008], which results in robust
retrievals with low noise. The presented retrieval scheme will form the basis of the algorithm for the
operational level 2 SO2 data product from the forthcoming TROPOspheric Monitoring Instrument (TROPOMI)
instrument on board the Sentinel-5 Precursor mission [Veefkind et al., 2012]. With improved signal-to-noise
level and spatial resolution (pixel size ~ 7× 7 km2) compared to OMI, the TROPOMI sensor will have enhanced

capabilities for global SO2 measurements. The motivation of this study is to demonstrate the performance
of the TROPOMI algorithm using OMI measured spectra for several examples of volcanic and anthropogenic
SO2 emissions. We evaluate our SO2 product through comparisons with other satellite retrievals in the
thermal infrared (Infrared Atmospheric Sounding Interferometer, IASI) and ultraviolet. In particular, the new
SO2 columns are compared to those from the standard OMI SO2 products. Presently, two algorithms are
employed for the OMI standard products.

1. The Linear Fit (LF) OMI SO2 retrieval algorithm [Yang et al., 2007]. This algorithm is used to produce retrievals
of SO2 total columns for a set of hypothetical SO2 profiles with SO2 distributed in the lower troposphere,
the midtroposphere, and the lower stratosphere (STL), corresponding to SO2 plumes from volcanic
degassing, modest eruption, and strong eruption, respectively. It exploits the residuals from OMI total
column O3 retrievals at 10 discrete wavelengths between 310.8 and 360.15 nm. Shorter wavelengths are
dropped in the retrievals for large volcanic plumes, in order to reduce negative biases due to saturation
of SO2 absorption. A sliding median residual correction technique is applied in the LF algorithm to
reduce retrieval biases.

2. The new principal component analysis (PCA) OMI SO2 retrieval algorithm [Li et al., 2013]. This algorithm
applies the PCA technique to OMI-measured radiances between 310.5 and 340nm to extract principal
components (PCs) from each row on an orbital basis. The leading PCs that capture a large fraction of the
spectral variance are associated with various processes that interfere with SO2 signals, including O3

absorption, the Ring effect, etc. These PCs are fitted along with precomputed SO2 Jacobians to produce
estimates of the SO2 total column. No bias correction is currently applied in the PCA algorithm. It has
replaced the Band Residual Difference algorithm [Krotkov et al., 2006] as the operational algorithm for
the standard OMI planetary boundary layer (PBL) SO2 data (assuming SO2 mostly in the PBL). Compared
with the previous OMI PBL SO2 product, the PCA product shows large reduction in both systematic bias
and retrieval noise. As shown below, the DOAS and PCA algorithms are in good agreement and have
comparable performances, giving confidence to both approaches.

Another important part of the present study is the validation of the retrievals against ground-based multiaxis
(MAX-)DOASmeasurements at Xianghe (suburban Beijing, China). The long-termMAX-DOAS SO2measurements
improve upon previous validation studies based on in situ measurements [Krotkov et al., 2008; Lee et al., 2009;
He et al., 2012] that suffer from spatial-temporal sampling and/or extrapolation issues. Finally, the improvements
in SO2 data are demonstrated using long-term averages that show evidence for SO2 pollution from shipping
that has not been observed from space before.

In section 2 we give an overview of OMI and the algorithm to retrieve SO2 vertical columns. Examples of
results and comparison to ground-based and satellite data are presented for cases with SO2 from volcanic
(section 3.1) and anthropogenic sources (section 3.2). Conclusions are given in section 4.
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2. Algorithm Description

The Ozone Monitoring Instrument (OMI) is a nadir-viewing instrument on the EOS-Aura satellite of NASA
(launched in July 2004) flying in a Sun-synchronous polar orbit with an equator crossing time of about 13:38
local time in the ascending node. OMI is an imaging spectrograph that measures reflected-backscattered
sunlight in the ultraviolet-visible range from 270 nm to 500 nm with a spectral resolution of about 0.5 nm
[Levelt et al., 2006]. OMI is a CCD (charge-coupled device) push-broom instrument, recording the complete
spectrum in along-track direction, and sensing the atmosphere with a 114° field of view, separated in 60
discrete viewing angles, perpendicular to the flight direction (across track). The OMI spatial swath is 2600 km
wide allowing complete global coverage in about 1 day. The OMI ground pixel size varies from 13×24 km2 at
nadir to 28×150 km2 at the edges of the swath. Since June 2007, the radiance data of OMI are altered at
all wavelengths for some particular viewing directions corresponding to specific rows of the 2-D CCD. This
so-called row anomaly (see http://www.knmi.nl/omi/research/product/rowanomaly-background.php) is due
to a partial blockage affecting the nadir-viewing port of the sensor. It changes with time and position on the
orbit; from 2008 onward, it affects seriously the quality of some measured spectra and hence reduces the
spatial coverage (section 2.2).

The algorithm to retrieve SO2 vertical columns from OMI measurements is based on three main steps,
described in the next sections, that include analysis of the measured spectra, background correction scheme,
and radiative transfer simulations.

2.1. DOAS Retrieval

OMI radiance measurements from Level 1 data version 2.13 are analyzed using the DOAS method for the
determination of the columnar concentration of SO2 along the effective light path through the atmosphere
(hereafter referred as slant column density, SCD). Briefly, absorption cross sections of relevant atmospheric
gases are adjusted by a nonlinear least squares fit procedure to the log ratio of a measured earthshine
spectrum and a reference spectrum in a given wavelength interval. The DOAS fit also includes additional
closure terms for the Ring effect and contributions from broadband and instrumental spectral features.

In practice, SO2 slant columns have been retrieved with QDOAS [Fayt and Van Roozendael, 2001; Danckaert
et al., 2012], a versatile software for trace gas retrievals in the UV-visible spectral range, which has been
adapted for OMI spectra. In particular, each row of OMI is treated in the analysis as a separate detector (hence
characterized by a proper wavelength-dependent slit function). This also holds true for the wavelength
calibration step.

The DOAS analysis settings used to retrieve SO2 SCDs are detailed in Table 1. As a baseline, SO2 is retrieved in
the sensitive 312–326 nm window (labeled w1 in the following), which includes strong SO2 absorption bands
(Figure 1). In this interval, the absorption is dominated by total ozone, and two ozone cross sections at
228 K and 243 K are included in the fit. Furthermore, two additional pseudo cross sections are introduced in
the analysis to better cope with nonlinear effects due to ozone absorption. Following the formulation of
Puķīte et al. [2010], these spectra correspond to the two terms of the first-order Taylor expansion of the ozone
optical depth. This approach allows us to improve the results at high solar zenith angle (SZA; ≳45°) by
reducing the fitting residuals (up to a factor of two) and the bias on the SO2 slant columns (see next section).
We have estimated the noise level on the retrieved SO2 SCDs by the SCD data scatter (1σ value) around the
mean for solar zenith angle (SZA) bins and by excluding polluted regions and strong volcanic eruptions. It
is typically 0.2–0.5 DU depending on the solar zenith angle. Tests using the 315–326 nm fitting interval
[Richter et al., 2006; Rix et al., 2012] increase the data scatter by a factor of 2, as expected by the noninclusion
in the fit of the strong SO2 band peaking at around 313 nm. We have done further tests by extending the
fitting window to 310.5–326nm (including one more SO2 band), but these show only a small improvement as
for the data scatter, probably because of the competing strong ozone absorption in the short UV (Figure 1)
causing a drop in intensity (and in signal-to-noise ratio). Therefore, we have not selected the fitting window
310.5–326 nm as the sensitivity to SO2 absorption in the lower troposphere is somewhat lower than for the
312–326nm range (mostly because of increasing ozone absorption below 312nm).

Whereas SO2 retrieval in w1 is adequate for small SO2 column amount, it has limited accuracy once the SO2

signal is large (for scenes with high SO2 amounts from volcanic eruptions), typically leading to a saturation of
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the retrieved SO2 SCD due to nonlinear retrieval effects from strong absorption by SO2 itself [e.g., Richter et al.,
2009; Yang et al., 2007]. To overcome this problem, alternative fitting windows (w2 and w3) are considered:
325–335 nm [Hörmann et al., 2013] and 360–390 nm for extreme SO2 loadings [Bobrowski et al., 2010]. We
have conducted several sensitivity tests, based on synthetic and measured spectra, to assess the best use
of the different fitting intervals. SCDi have been retrieved for all wi (i= 1, 2, 3), and the applicability of
the three fitting windows was determined empirically by means of scatterplots (see e.g., Figure S1 in the
supporting information). The combined use of the three data sets is achieved according to the criteria given
in Table 1. Note that SO2 cross sections are used for a fixed temperature of 203 K, which is valid for a volcanic
SO2 plume in the tropical UTLS. For lower plumes and anthropogenic pollution, the retrievals in w1 tend
to underestimate the SO2 SCDs by up to 15%.

2.2. Treatment of the Row Anomaly
and Background Correction

The next step of the algorithm deals with
filtering of the pixels affected by the row
anomaly. The row anomaly flag included
in the OMI operational L1B product has
the tendency to classify more pixels as
affected than strictly necessary; therefore,
we have set up a new identification of
row anomaly-affected pixels. We first
apply a criterion that removes all data of
a given day for certain across-track
positions. The selection is based on w1
fitting residuals over a latitude band
around the equator (10°S–10°N), which
show typically anomalous high values for
the affected rows. A given row is

Figure 1. Absorption cross sections of SO2 (203 K) and O3 (228 K) at the
spectral resolution of OMI between 310 and 335 nm.

Table 1. DOAS Settings Used to Retrieve SO2 Columns From OMI Spectraa

Fitting Intervals 1 and 2 (UV-2 Channel:307–383 nm) 312–326 nm (w1), 325–335 nm (w2)
Cross sections SO2 203 K; Bogumil et al. [2003]

O3 228 K and 243 K with I0 correction; Brion et al. [1998]
Pseudo O3 cross sections (λσO3, σO3

2); Puķīte et al. [2010]
Ring effect: 2 eigenvectors (Vountas et al. [1998]) generated for
20° and 87° solar zenith angles using LIDORT-RRS; Spurr [2008]

Polynomial Fifth Order

Fitting interval 3 (VIS channel:349–504 nm) 360–390 nm (w3)
Cross sections SO2 Hermans et al. [2009] extrapolated at 203 K

NO2 220 K; Vandaele et al. [1998]
O2–O2; Greenblatt et al. [1990]
Ring effect: single spectrum; Chance and Spurr [1997]

Polynomial Fourth order

Intensity offset correction Linear offset
Spectrum shift and stretch Fitted
Spectral spikes removal procedure Richter et al. [2011]
Reference spectrum Daily averaged earthshine spectrum in Pacific region (10°S–10°

N, 160°E–120°W); separate spectrum for each detector row
Fitting interval selection criteria w1: baseline

w2: SCD1> 40 DU or SCD1> 15 DU if fit residual w1> 10�2

SCD2> SCD1
w3: SCD2> 250 DU and SCD3> SCD2

aThe cross sections are convolved with the instrumental wavelength-dependent slit functions [Dobber et al., 2006]
separately for each of the 60 detector rows.
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classified as affected by the row anomaly if the mean residual over the equator is larger than the corresponding
residual averaged for all rows, by more than 20%. To avoid contamination by a possible strong volcanic SO2

signal or an artifact (e.g. due to the South Atlantic Anomaly), we only consider the pixels with slant columns less
than 5 DU and residuals lower than 4×10�3 for the calculation of the averages. After this first selection, we
apply a second criterion to filter data affected by the row anomaly. It is a simple selection based on the fitting
residuals and is meant for an anomaly corrupting only a part of the orbit: pixels with fitting residuals larger than
4×10�3, but SCDs lower than 5 DU are rejected. The condition on the SCD is used to keep the pixels with real

elevated SO2 (and hence high-fitting residuals). The above-described filtering of the row anomaly proved to be a
good compromise between the number of retained observations and the data quality.

After the data filtering step, a background correction is applied to the resulting SCDs. This is particularly
important for retrievals in the baseline window. SCDs typically show unphysical nonzero columns over certain
clean regions (e.g. the tropical pacific, deserts, and high-altitude regions). While the reason for this behavior
is not completely clear, the observed bias is time dependent and is more pronounced for strong ozone
absorption (at high latitudes). The correction we use here is based on a parameterization of the background
values that are then subtracted from the measurements. The scheme first removes pixels with high SZA (>70°)
and SCDs larger than 1.5 DU (measurementswith presumably real SO2) and then calculates the offset correction
by averaging the SO2 data on an ozone slant column grid. This is done independently for each across-track
position and hemisphere, and the correction makes use of measurements averaged over a time period of two
weeks around the measurement of interest (to improve the statistics and minimize the impact of a possible
extended volcanic SO2 plume on the averaged values). Figure S2 gives an example of the effect of the
background correction and shows that the implemented correction largely solves the SO2 SCD bias problem.

However, the correction has limitations in its parameterization. The error on the residual SCDs has been
estimated by the maximum nonzero SCDs on long-term averaged global maps and is of 0.1–0.15 DU. For
the two alternative fitting windows (w2 and w3), the biases are small in comparison to the column amounts
expected to be retrieved in these windows (Table 1), but we have, nevertheless, implemented offset corrections
using parameterizations of the background slant columns based on latitude, cross-track position, and time
(2weeks moving averages).

2.3. Air Mass Factor Calculation

The corrected slant columns are converted into SO2 vertical column densities by applying air mass factors
(AMF= SCD/VCD). The AMFs are calculated using the formulation introduced by Palmer et al. [2001]:

AMF ¼ ∫
TOA

ground
WF zð ÞN zð Þdz (1)

whereWF(z) is the so-called scattering-weighting function or box AMF, which characterizes themeasurement
sensitivity as a function of altitude (z), N(z) is the SO2 a priori vertical profile shape (normalized SO2

concentration profile), and the limits of integration are from the ground height to the top of atmosphere.

The weighting functions are determined via a multidimensional linear interpolation of WF look-up tables
(three in total, one for each fitting window), generated with the LInearized Discrete Ordinate Radiative
Transfer (LIDORT) version 3.3 radiative transfer model [Spurr, 2008]. The radiative transfer simulations assume
a U.S. standard atmosphere [Anderson et al., 1986] and Lambertian reflectors for the ground and the clouds.
The WF look-up tables have six entries, respectively, for the solar zenith angle, viewing zenith angle, relative
azimuth angle, surface albedo, effective reflector height (surface or cloud), and total ozone column. The latter
is particularly important for accurate sensing of SO2 in the boundary layer (using the baseline window) where
the measurement sensitivity/optical light path is strongly dependent on the absorption of UV radiation by
total atmospheric ozone. As a matter of fact, the measurement sensitivity depends on the wavelength,
especially in the 312–326 nm range as a result of increased scattering and absorption (see Figure 1 and Richter
[2009]). We have conducted sensitivity tests to determine effective wavelengths representative of the
different fitting intervals. For this, we have generated synthetic spectra for typical observation conditions
and SO2 profiles using the LIDORT model, and we have done closed-loop retrievals (see Figure S3). It turns
out from this exercise that calculations at 313, 326, and 375nm give the best results, for the three fitting
windows w1, w2, and w3, respectively. Note that the effective wavelength of 313 nm comes as no surprise
because the SO2 absorption (hence spectral information) is the highest at this wavelength for w1 (Figure 1).
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The cloud is considered as a Lambertian
reflecting surface, characterized by a
single cloud top height and a cloud
albedo of 0.8, in line with the assumption
made for the OMI cloud product
OMCLDO2 [Acarreta et al., 2004]. For
partly cloudy pixels, we use the
independent pixel approximation:

WF zð Þ ¼ ΦWFcloud zð Þ
þ 1� Φð ÞWFclear zð Þ (2)

where Φ is the intensity-weighted cloud
radiance fraction [Martin et al., 2002].

Φ ¼ fcIcloud
fcIcloud þ 1� fcð ÞIclear (3)

where fc is the effective cloud fraction.

The WF look-up tables are used along
with the corresponding intensity
look-up tables.

An illustration of the weighting functions is given in Figure 2, for clear-sky cases assuming a surface albedo of 0.06
and 0.8, and for a cloudy case with a cloud top height of 3 km. The curves are for a SZA of 40°. Figure 2 shows the
typical behavior of the satellite nadir UV measurement sensitivity to an absorber located at different altitudes for
various surface albedo situations and for a cloudy scene. Note that the AMF formulation (equations (1) and (2))
accounts implicitly for any SO2 column below the cloud (the so-called ghost column, not sounded by the satellite)
because the integration (equation (1)) is performed down to ground height rather than cloud-top height.

In practice, the WF is evaluated for each pixel based on auxiliary data sets. The total ozone column is from a
Level 2 data set of OMI [Bhartia and Wellemeyer, 2002; Koukouli et al., 2012]. For the surface albedo, we use
the climatological monthly minimum Lambertian equivalent reflect (minLER) data from Kleipool et al. [2008].
This database has a spatial resolution of 0.5° × 0.5°. The cloud parameters (cloud fraction and cloud top
height) are taken from the OMI operational OMCLDO2 product [Acaretta et al., 2004].

To calculate air mass factors, weighting functions have to be convolved with realistic SO2 vertical profile
shapes (equation (1)). However, the vertical distribution of SO2 is generally unknown, and it is sometimes
even difficult to tell whether the observed SO2 is of volcanic origin or from pollution. Therefore, the algorithm
computes three vertical columns for different hypothetical SO2 profiles including typical anthropogenic
[Krotkov et al., 2006] and volcanic cases. For volcanic SO2, we consider two scenarios with 1 km box
concentration profiles centered at 7 and 15 km. This approach is similar to other algorithms [Yang et al.,
2007; Rix et al., 2012] and aims at representing volcanic plumes injected into the free troposphere and
lower stratosphere, respectively. For anthropogenic SO2, unlike in previous data, we use daily SO2 profiles
from the global tropospheric chemistry transport model Intermediate Model of the Global and Annual
Evolution of Species (IMAGES), extracted at the overpass time of OMI.

The global CTM IMAGESv2 simulates the concentrations of 131 trace gases (among which 41 fast-reacting
species) at a horizontal resolution of 2° × 2.5° and at 40 vertical unevenly distributed levels extending from
the surface to the lower stratosphere (44 hPa). Details about the current model version are given in Stavrakou
et al. [2013]. The model time step is set to 4 h. The effects of diurnal variations in the photolysis rates, kinetic
rates, meteorological fields, and the emissions are accounted for through correction factors obtained from
a simulation with a 20min time step [Stavrakou et al., 2009]. These correction factors are then applied
to model simulations with longer time steps.

Anthropogenic SO2 emissions are obtained from the REASv2 inventory [Kurokawa et al., 2013] over Asia, from
European Monitoring and Evaluation Programme (EMEP) over Europe (http://www.ceip.at), and from the
Emissions Database for Global Atmospheric Research (EDGAR3.2) FT2000 inventory for 2000 over the rest of

Figure 2. Scattering-weighting functions at 313 nm as function of surface
albedo (0.06 and 0.8) and for a cloud top at 3 km. Calculations are made
for a total ozone column of 385 DU, for a nadir-viewing geometry, and
for a solar zenith angle of 40°.
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the world. Emissions of SO2 from anthropogenic sources are estimated at 53.8 TgS in 2010 globally. Vegetation
fires are obtained from the Global Fire Emissions Database, Version 3 database [van der Werf et al., 2010] and
account for 1.3 TgS in 2010. Emissions of SO2 and other sulfur compounds from continuously degassing
volcanoes are kept constant throughout the years and amount to 7.2 TgS annually [Andres and Kasgnoc,
1998]. Besides direct emissions, SO2 is formed through oxidation of sulfur-containing biospheric compounds
like dimethyl sulfide, carbonyl sulfide (OCS), carbon disulfide (CS2), and hydrogen sulfide (H2S). The global
annual photochemical source is calculated at 18.1 TgS. Dry and wet deposition account for approximately
60% of the global SO2 sink, followed by oxidation by OH (20%), and heterogeneous in-cloud reactions of SO2

with H2O2 (18%) and with O3. The aerosol simulation in IMAGESv2 is described in Stavrakou et al. [2013].

The AMFs calculated with the IMAGES profiles have been compared to the estimates of Lee et al. [2009], and
we found similar results both in magnitude and for the general patterns. It should be noted that the accuracy
of IMAGES-based AMFs over highly polluted regions or for point sources (see section 3.2.3 on validation) is
limited due to the relatively coarse resolution of the model.

As can be seen from Figure 2, the measurement sensitivity is strongly dependent on the altitude (at least for
the usual low surface reflectance case). Therefore, the algorithm stores the so-called column averaging kernel
(CAK =WF/AMF) [Eskes and Boersma, 2003] as it enables recalculation with alternative profiles estimates or
a comparison with other types of data.

3. Results

Here we present the SO2 column results obtained with the retrieval technique described above. In section 3.1,
we illustrate the algorithm for a selection of volcanic events. The results for anthropogenic SO2 are presented
in section 3.2.

3.1. Volcanic SO2

In the following, we provide several examples of OMI SO2 column retrievals for volcanic plumes typically
injected into the UTLS. For such SO2 plumes, the exact knowledge of their corresponding altitude is not
critical, as the measurement sensitivity is only weakly dependent on the height (above ~ 10 km), even in the
presence of clouds underneath the plume (Figure 2). For simplicity (and unless specified otherwise), we have
used the SO2 vertical columns assuming a box profile centered at 15 km consistent with OMI SO2 lower
stratosphere STL product. For comparison, we have also used OMI results from the PCA algorithm, assuming a
similar lower stratospheric SO2 profile centered at ~17.5 km. For the PCA retrievals, the same simplified
assumptions about solar zenith angle (30°), viewing zenith angle (0°), O3 profile (325 DU, midlatitude profile),
and surface albedo (0.05) as those in the OMI standard PBL (planetary boundary layer) SO2 product were
assumed (see Li et al. [2013] for details). The fitting window was iteratively adjusted to longer wavelengths
(from 310.5–340 nm to 320.5–340 nm) for pixels with large volcanic SO2. A more complete PCA algorithm
with more realistic assumptions for volcanic SO2 retrievals is currently underdevelopment.

The first example is for the Kasatochi volcano (Aleutian Islands) that erupted on 7 and 8 August 2008
[Waythomas et al., 2010] and emitted large quantities of SO2 in the UTLS [Kristiansen et al., 2010]. The SO2 plume
could be monitored for several weeks by many satellite instruments [e.g., Richter et al., 2009; Bobrowski et al.,
2010; Corradini et al., 2010; Krotkov et al., 2010; Clarisse et al., 2012; Hörmann et al., 2013], as the plume dispersed
throughout the Northern Hemisphere. Figure 3 compares our OMI SO2 retrievals with the columns from the
LF and PCA algorithms, for the first 2 days after the start of the eruption. The retrieved total SO2 masses are
given inset in Figure 3. For these observations, retrievals are mostly performed in w3 (typically for VCD≳ 100DU)
and w2 spectral windows.

For both days, the retrievals by DOAS, LF, and PCA are qualitatively consistent, with all three algorithms
revealing similar spatial distribution of the volcanic SO2 plume. For 8 August, the VCDs retrieved by DOAS
and PCA are higher than the VCDs from the LF algorithm, which is to be expected because LF is known
to underestimate very high SO2 columns [Yang et al., 2007; Krotkov et al., 2010]. The maximum column
values are 382, 354, and 222 DU for DOAS, PCA, and LF, respectively. All three retrievals show an apparent
increase in the total SO2 mass on the following day, suggesting that they probably all underestimate
SO2 for 8 August, when the volcanic plume is more concentrated with greater SO2 loading. This is
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supported by other estimates [e.g., Richter et al., 2009; Bobrowski et al., 2010; Clarisse et al., 2012] as well
as our tests of the same DOAS algorithm on GOME-2 spectra that yielded column VCD of up to 565 DU
(not shown) for the same day. Comparing these three algorithms, we also notice that the percentage
increase in SO2 mass from 8 to 9 August for LF is much greater at over 50%. This implies that LF has a
greater relative negative bias for very high SO2 columns, as also indicated by earlier studies [Yang et al.,
2007; Krotkov et al., 2010]. Despite these differences, it is still remarkable that the three algorithms agree
within 20–30% in terms of the total SO2 mass. It should also be mentioned that some of the quantitative
discrepancy could be due to different overpass times, ash loadings, viewing angles, or a combination of
several effects [Hörmann and Wagner, 2014].

As a second case study, we illustrate our algorithm for the explosive eruption of Sarychev Peak in Russia
[Haywood et al., 2010] that emitted large amounts of SO2 during the 11–19 June 2009 period. Figure 4 shows
a comparison between total SO2 mass time series measured by OMI (DOAS) and the Infrared Atmospheric
Sounding Interferometer (IASI) [Clarisse et al., 2012], assuming a representative plume height of 13 km. Here
we have summed the contributions of all OMI pixels with columns larger than 0.27 DU (detection limit at
the 3σ value level). As can be seen, the OMI results agree fairly well with the IASI data, demonstrating the
ability of our algorithm to retrieve SO2 abundances, for both low- and high-column regimes. We have also

estimated the SO2 amount released by
Sarychev during the whole eruption,
using a flux determination method
described by Theys et al. [2013]. By
considering an SO2 e-folding lifetime of
1week (compatible with the exponential
decay of the total mass in Figure 4), we
found a total mass of SO2 emitted during
11–19 June 2009 of ~1.5 Tg.

The last example is for the eruption of
Grímsvötn (Iceland) on 22 and 23 May
2011, which emitted about 0.61 Tg of
SO2 at 5–13 km altitude [Moxnes et al.,
2014]. After several weeks, remnants of
the volcanic SO2 emissions could still be
detected which allows to illustrate the
performances of the algorithms for
aged/filamentary plumes. Figure 5
shows a comparison of SO2 columns
over Europe between OMI DOAS, LF,

Figure 4. Total SO2 mass measured by OMI and IASI after the eruption of
Sarychev in June 2009. A plume height of 13 km is assumed.

Figure 3. OMI SO2 vertical columns for the plume of Kasatochi for 8 and 9 August 2008 (orbits 21635 and 21650), retrieved
by (a, d) DOAS, (b, e) Linear Fit (STL), and (c, f ) PCA algorithms. The numbers inset are the retrieved total mass of SO2.
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and PCA algorithms, for measurements performed 3weeks after the eruption of Grímsvötn. For this example,
the treatment of row anomaly pixels described in section 2.2 is applied to all three algorithms.

As can be seen, the plume of SO2 from Grímsvötn is clearly discernible from the background noise in the
DOAS and PCA data set but is hardly detected by the LF algorithm. The reason for this feature is probably
related to the failure of the empirical residual correction technique applied to the LF SO2 band residuals at
high latitudes [Yang et al., 2007]. As this correction is based on a sliding group of pixels along the orbit
track and since a significant number of those pixels are not SO2 free (but are classified as such), the band
residuals are likely overcorrected. Note also that the DOAS and PCA SO2 columns seem to be less affected by
the row anomaly issue than the LF data. This is likely because LF makes use of radiance measurements
only for a few wavelengths, while DOAS and PCA exploit the full spectral information in their respective
wavelength ranges. As a test, we applied the row anomaly L1B flag and found that more pixels were
discarded with this standard procedure, but the artifacts visible in Figure 5b were effectively removed.
Further comparisons between DOAS and PCA results are presented in section 3.2.1 for anthropogenic SO2.

3.2. Anthropogenic SO2

Sulfur dioxide from anthropogenic sources is largely confined in the boundary layer close to the surface.
In this altitude region, the accuracy of the retrieved SO2 columns is directly affected by systematic errors
in the AMF input parameters, notably the SO2 profile shape and surface albedo (as can be deduced
from Figure 2). As a consequence, the retrieval uncertainties are large. For many emission sources, the SO2

signal in the OMI spectra is smaller than the typical noise. Therefore, random sources of error are also
significant and spatial-temporal averaging of SO2 columns is generally needed. In the following (and
unless stated otherwise), we have used AMFs calculated with the IMAGES a priori profiles, and only the
pixels with effective cloud fractions, fc , less than 0.3 have been considered. Even for these relatively
clear-sky pixels, the errors on the SO2 columns due to clouds can be considerable for individual scenes
(especially for low clouds), due to propagation of errors in-cloud parameters and in SO2 profile shape
(i.e., through the ghost column correction). These effects will be quantified and discussed in more details
in a separate paper.

As a first illustration, Figure 6 shows a map of OMI SO2 columns averaged for multiple years (2004–2009) over
Europe and western Asia. It was shown in several papers (Carn et al. [2007], Fioletov et al. [2011, 2013],
McLinden et al. [2012], among others) that OMI is able to detect anthropogenic point sources of SO2 (even
small ones), and our results are in line with these studies. In Figure 6, many emission regions are depicted in
great details (including several spots with very low SO2 columns <0.1 DU); these are related to man-made
production of SO2 by coal-fired power plants, cities, oil industry (over the Persian Gulf ), and smelters [e.g.,
Fioletov et al., 2013]. The only natural volcanic source of SO2 visible on the map is Mount Etna in Sicily, Italy.
Over India, emissions of SO2 from power plants are clearly visible and the retrieved columns are similar to
the values of Lu et al. [2013]. Outside the geographical area of Figure 6, many other emissions hot spots are

Figure 5. OMI SO2 columns over northern Europe on 13 June 2011, orbit 36759, retrieved using the (a) DOAS, (b) LF (STL)
and (c) PCA algorithms.
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found and this can be appreciated on a global distribution map of SO2 columns (Figure 7). We found
evidence, in our OMI data set, for even weaker anthropogenic SO2 signals than those presented in Figures 6
and 7, and this will be illustrated in section 3.2.4.

In the following, we have not applied any ad hoc filtering algorithm, nor had we applied local bias correction
as suggested in Fioletov et al. [2011] and McLinden et al. [2012]. Applying such in the future is expected to
enable detection of new point sources with even lower SO2 signals.

In the next subsections, we evaluate the performances of our algorithm for anthropogenic SO2 through
comparisons with other satellite data sets and validation against ground-based measurements.
3.2.1. Comparison to OMI PCA Algorithm
We have compared our DOAS results with the SO2 columns from the OMI PCA algorithm. Figure 8 shows
monthly averaged SO2 columns from DOAS and PCA, and differences between the results, for August 2006
for the eastern parts of the U.S. and China, which correspond to Figures 3 and S4 from Li et al. [2013]. In
Figure 8, we have used the same data filtering as described by Li et al. [2013], as well as consistent retrieval
settings for the AMF calculations. In particular, a summertime eastern U.S. SO2 profile [Taubman et al.,
2006] was used for all AMF computations. Note that, over China, aircraft SO2 profile by Krotkov et al. [2008]
indicates a Center of Mass altitude of ~0.9 km, similar to the eastern U.S. SO2 profiles.

Generally, the SO2 columns with DOAS have a slightly larger noise level than PCA. Over the equatorial Pacific,
we estimate a standard deviation of the DOAS SO2 VCDs of ~0.6 DU, while the typical value for PCA is 0.5 DU
(and ~1 DU for the previous OMI operational PBL product) [Krotkov et al., 2008]. While the DOAS results
are retrieved in the 312–326 nmwindow, the PCA algorithm uses the range 310.5–340 nm. We have done test
retrievals by extending our fitting window toward shorter wavelengths (i.e., from 312 to 310.5 nm) and found
a standard deviation of the VCDs close to 0.5 DU. Therefore, it is likely that the better performance of PCA
compared to DOAS as for the noise is due to the inclusion of the strong SO2 absorption band peaking around
310.8 nm (Figure 1) which further stabilizes the fit.

When comparing the SO2 maps, we find that, overall, PCA and DOAS results are fairly close. Both algorithms
consistently capture enhanced SO2 signals over industrialized and densely populated areas. Over the eastern
U.S. (Figures 8a and 8c), the absolute differences between DOAS and PCA columns (Figure 8e) are generally
less than 0.5 DU and the DOAS algorithm has a tendency to produce more negative values than PCA. Over
China, the DOAS and PCA algorithms measure similar patterns (Figures 8b and 8d), but it appears that some

Figure 6. OMI SO2 columns averaged for the 2004–2009 period on a 0.25° × 0.25° grid showing emission hot spots over
Europe and western Asia. Cloudy pixels and measurements affected by strong volcanic eruptions are excluded from
the analysis.
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SO2 point sources are more prominent with DOAS than PCA. We also find that the DOAS retrievals have less
negative values than PCA, particularly over southeastern China. Generally, the DOAS columns show larger
values than PCA results, and the mean difference is +0.2 DU (Figure 8f).

The reasons for the differences between DOAS and PCA retrievals are unclear but are possibly related to
(1) the selection of the wavelength range. The use of different fittings windows leads to different ozone
interferences and biases in the SO2 retrievals, (2) the absence of explicit treatment of aerosols in both
DOAS and PCA algorithms, and (3) the use of a background correction scheme in the DOAS algorithm but
not in the PCA scheme.

Finally, we have also compared DOAS and PCA results for other geographical regions. We clearly find better
performances of the PCA algorithm for high latitudes and clean regions, although no background corrections
are made in the PCA retrievals. This is probably due to the large number of principal components used
that minimizes spectral misfits.

Figure 8. OMI SO2 column maps for August 2006 over (left) eastern U.S. and (right) China retrieved using the (a, b) DOAS
and (c, d) PCA algorithms for clear-sky pixels and using a fixed SO2 profile (see text). (e, f ) The SO2 column differences
between DOAS and PCA are shown in the lower maps.
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Further comparisons of the DOAS and PCA results are needed. It is important to understand the differences
between the algorithms as it opens perspectives for improved and more robust retrievals for the small
emission sources.
3.2.2. Norilsk—Comparison to IASI Data
Norilsk (69.35°N, 88.2°E) is a heavily polluted industrial city in Siberia due to intense and continuous mining
and smelting of heavy metals. With an estimated flux of about 1 Mt of SO2 per year [Walter et al., 2012], the
region of Norilsk produces a strong and persistent signal in the OMI SO2 data.

Here we compare our OMI SO2 columns with IASI retrievals. Bauduin et al. [2014] demonstrated the ability of a
nadir thermal infrared sensor such as IASI to perform measurements of boundary layer SO2 in the area of
Norilsk. This is made possible for conditions with low humidity and large thermal contrast (TC: temperature
difference between the surface and the boundary layer), typically encountered at Norilsk in winter. Figure 9
(top) shows maps of SO2 columns averaged for 2009 by OMI (SZA< 70°) and IASI (0–2 km layer and |TC|> 7 K)
over the Norilsk area. Both instruments detect similar distributions of boundary layer SO2. However, OMI tends
to measure more SO2 , the spatial pattern being more extended than with IASI. This is probably related to
differences in their detection limits for near-surface SO2. If one considers a small region around the source, OMI
and IASI are then fairly close. For example, for a 50 km circle radius around Norilsk, OMI and IASI averaged SO2

columns for 2009 are 2.1 and 2.2 DU, respectively. We note however that, strictly speaking, comparing OMI and
IASI results is difficult because there are only very few measurements collocated in time; IASI retrievals are
mostly successful for wintertime (polar night), while OMI is only able tomeasure during spring-summer at high
latitudes. As an illustration, Figure 9 (bottom) also presents monthly averaged SO2 columns time series
(covering the 2005–2013 period) for OMI and IASI measurements in a 50 km radius circle centered at Norilsk.
We found that the OMI and IASI values are in good agreement, and the averaged VCDs are 1.9 and 2.2 DU for
OMI and IASI, respectively. The results shown in Figure 9 (bottom) also illustrate the complementarity of UV
and thermal infrared soundings in their ability to monitor air pollution in Norilsk. Although it is hard to be
conclusive (because measurements are usually not collocated in time), the overall time evolution of the SO2

Figure 9. (top) Yearly averaged SO2 columns measured by OMI and IASI over Norilsk for 2009. (bottom) Time series of
monthly averaged SO2 columns from OMI and IASI measurements located within 50 km around Norilsk, for 2005–2013
period. The values for months with less than 5 days of successful measurements are not displayed. The red circles
correspond to OMI data with averaged solar zenith angles larger than 65°.
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columns is similarly captured by OMI and IASI. For example, we notice a decrease in SO2 columns from the end
of 2010 to mid-2011 compared to previous periods. This feature was observed by both OMI and IASI sensors.
3.2.3. Validation Over Xianghe, China
The validation of satellite measurements of anthropogenic SO2 is a challenge for many reasons, one of which
being the representativeness (or lack thereof) of the correlative data when compared to the satellite columns.
Valuable studies have been undertaken to validate space-based UV SO2 retrievals, with airborne and surface
in situ measurements [e.g., Krotkov et al., 2008; Lee et al., 2009, 2011; Nowlan et al., 2011; He et al., 2012].
Nevertheless, the comparisons presented therein are either limited to short periods of time or rely on
assumed vertical distribution of SO2. Here we present a comparison of our OMI SO2 retrievals to ground-based
column and profile measurements for nearly 4 years (March 2010 to December 2013), at the suburban site of
Xianghe (39.77°N, 117.0°E), China, located at about 50 km south east of Beijing.

The instrument is a multiaxis DOAS (MAX-DOAS) system developed by BIRA-IASB and operated by the
Institute of Atmospheric Physics, Chinese Academy of Sciences. Owing to measurements of backscattered
UV radiances performed sequentially at several elevation angles above the horizon, the lowermost
troposphere is sounded with varying measurement sensitivity, and profile information on SO2 and aerosol
extinction can be retrieved from the MAX-DOAS measurements. The description of the retrieval technique
and presentation of the results, including validation against in situ measurements, can be found in
Wang et al. [2014].

The comparison between the ground-based and OMI SO2 columns is done as follows: first, all OMI clear-sky
pixels (fc less than 0.3) within a 100 km radius circle around Xianghe, and surface height less than 500m

Figure 10. (a) Comparison of monthly averaged SO2 columns at Xianghe for the period 2010–2013 measured by the
MAX-DOAS and OMI (pixels falling in a 100 km radius around the station). The SO2 vertical profiles used in the OMI
algorithm are either measured by the MAX-DOAS (red symbols) or modeled by IMAGES (blue symbols). No data are
displayed for June 2011 because of the contamination by volcanic SO2 from the eruption of Nabro. (b) Scatterplot of OMI SO2
columns (calculated using the MAX-DOAS profiles) versus MAX-DOAS SO2 columns. Statistical parameters (correlation
coefficient and slope of the linear regression (red line)) are given inset. The black line is the 1:1 line. (c) Comparison
between the SO2 profile shapes (expressed in cm�1) measured by the MAX-DOAS instrument and modeled by IMAGES
(average values for the period March 2010 to December 2013).

Journal of Geophysical Research: Atmospheres 10.1002/2014JD022657

THEYS ET AL. ©2015. American Geophysical Union. All Rights Reserved. 2483



(to exclude observations over clean elevated regions) with solar zenith angles less than 65° are selected.
Then, for each OMI pixel, all MAX-DOAS data within ± 90min of the OMI overpass time are considered, and a
mean SO2 vertical concentration profile is estimated. To select the best profiles, we have considered only the
MAX-DOAS retrievals with degrees of freedom for signal (DFS) larger than 0.7 [Wang et al., 2014]. This criterion
removes measurements with high aerosol loadings. Finally, the OMI SO2 columns are corrected using new
AMFs that are evaluated using WFs from OMI and the MAX-DOAS mean SO2 profile (via equation (1)), doing so
allows a consistent comparison between MAX-DOAS and OMI SO2 VCDs.

It should be noted that the AMF calculation only uses the shape of the MAX-DOAS profile and is therefore
independent of the absolute MAX-DOAS concentration values.

Figure 10a shows the comparison between the monthly averaged ground-based (black dots) and coincident
OMI SO2 columns (red dots) for the period March 2010 to December 2013 at Xianghe. One can see that the
MAX-DOAS and OMI columns, corrected for the MAX-DOAS profile shape, agree very well, and the seasonal
cycle of SO2 is consistent in both data sets. We have estimated the relevant statistical parameters of the
bivariate linear regression OMI versus MAX-DOAS (the scatterplot is shown in Figure 10b). The correlation
coefficient is equal to 0.91, and the slope of the linear regression fit is 0.88 (but is very close to 1 if the
intercept of the regression is forced to zero). These results depend of course on the accuracy of the retrieved
MAX-DOAS SO2 profile shapes used for the OMI AMFs. Wang et al. [2014] presented an error budget on the
MAX-DOAS SO2 retrievals, including the uncertainty related to the a priori profile. We have propagated this
error through the OMI retrievals and found an uncertainty on the OMI AMFs of about 20%. This is not
negligible and calls for further measurements of SO2 in the altitude range where the MAX-DOAS has little
sensitivity to SO2.

Note that the default OMI SO2 columns using IMAGES a priori profile shapes (displayed in Figure 10a with
blue dots) tend to underestimate the MAX-DOAS column values by up to a factor of 2, because the SO2

profile shapes from IMAGES are peaked at higher altitudes as compared with the MAX-DOAS retrievals (see
Figure 10c for a comparison profile shapes). This illustrates the importance of the profiles on the retrievals.

We now proceed further and develop the validation exercise for the specific month of January 2013. During
that period, an extreme pollution episode occurred over a large part of North China [e.g., Yang et al., 2013;
Boynard et al., 2014; Huang et al., 2014], and several cities were affected by a persistent haze layer. For this
event, the measurement of SO2 pollution by OMI is strongly altered by the high loadings of aerosols that
absorb and scatter UV radiation and hence influence the light path through the SO2 layer. So far, the effect of
aerosols has not been considered in our AMF calculation. Another aerosol-related effect affecting the SO2 column
estimates comes from the fact that thick aerosol layers appear as reflecting surfaces (this can be observed, e.g., in
true color Moderate Resolution Imaging Spectroradiometer images, http://neo.sci.gsfc.nasa.gov/) and are
typically considered as clouds in the OMCLDO2 cloud product.

Figure 11. OMI SO2 columnmaps over China for January 2013 with a selection for (a) clear-sky scenes, and (b) clear-sky and
haze scenes (see text). The same AMF calculation is applied to Figures 11a and 11b. It assumes a clear-sky atmosphere and
SO2 profiles from IMAGES. A solar zenith angle cutoff of 70° is considered here. The site of Xianghe is marked by a
black circle.
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To overcome this misclassification issue, we have used a simple empirical selection of OMI pixels to pick up the
scenes with thick absorbing aerosol layers close to the surface: the corresponding “haze scenes” are defined by
the pixels for which the UV aerosol index is larger than 1.5 and the difference between surface pressure and
OMCLDO2 retrieved effective cloud pressure is less than 150 mb. To avoid a double classification, the “clear-sky
scenes” are redefined in the following as the pixels with fc less than 0.3 and that do not fulfill the haze selection
criterion. Figure 11 shows the vertical SO2 column maps for January 2013 for (Figure 11a) clear-sky pixels
and (Figure 11b) clear-sky and haze scenes. The vertical columns are calculated using clear-sky AMFs, and no
attempt ismade to correct for aerosols (the information on aerosols is not available). The aim of Figure 11 is only
to illustrate the impact of the data selection. As can be seen, the SO2 columns increase by up to a factor of
2 over the North China plain, when considering the haze (SO2-enriched) scenes.

Although the city of Xianghe is not the region in China with highest SO2 pollution (according to Figure 11), we
have examined the time evolution of several SO2 data sets over this site for January 2013 (Figure 12):

1. OMI clear: daily averaged SO2 columns for clear-sky pixels. This data set is identical to the one in Figure 10,
except that haze scenes are excluded and we have relaxed the cutoff value on the SZA to 70° to improve
the statistics.

2. OMI clear and haze: same as (1) but including the haze scenes (as defined above). For the latter haze
scenes, not only the SO2 profiles but also the aerosol extinction profiles from the MAX-DOAS are
used in the calculation of the AMFs applied to OMI. For this, we have considered a single-scattering
albedo for the aerosols equal to 0.9, which is compatible with published estimates [Zhao and Li, 2007]
and Aerosol Robotic Network measurements (http://aeronet.gsfc.nasa.gov/) at Xianghe, albeit not at
UV wavelengths.

Figure 12. (top) Comparison of SO2 columns from satellites (OMI and IASI daily averages) and ground-based observations for
January 2013 at Xianghe. OMI results are displayed for two sets of pixels: clear-sky and haze scenes. For the latter, an aerosol
correction based on the retrieved MAX-DOAS extinction profiles is applied. IASI SO2 column averages have been calculated
for pixels with a thermal contrast �5 K and lower and in a circle of 100 km radius around the station. The ground-based
SO2 columns are derived frommeasurements inmultiaxis and direct Sun geometries (see text). (bottom) Time series of aerosol
optical depth retrieved from the MAX-DOAS.
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3. IASI: half-daily averaged SO2 columns for pixels within 100 km radius around Xianghe and a thermal contrast
of -5 K and lower (mostly nighttime measurements). This data set is identical to the one published in
Boynard et al. [2014].

4. MAX-DOAS: diurnal cycles of retrieved SO2 columns. In contrast to Figure 10, no data filtering based on
DFS has been applied here, because the aim is to compare the results for various aerosol loadings
(the aerosol optical depth (AOD) time series is displayed in Figure 12, bottom).

5. Direct Sun: in addition to its nominal multiaxis mode, the ground-based instrument also operates in the
direct Sun geometry. For high aerosol loadings, reduced information to the whole boundary layer SO2

may be expected for the MAX-DOAS retrievals; and therefore, the direct Sun measurements are deemed
to give better results than the MAX-DOAS estimates. The direct Sun vertical columns of SO2 are obtained by
dividing absolute slant columns with air mass factors considering a geometrical light path through the SO2

layer. The latter assumption is questionable at high AODs, and we have therefore assigned a quality flag
to the direct Sun column estimates (labeled “low/high confidence” in Figure 12) as an informative piece
on the validity of the geometrical approximation. This flag is evaluated empirically based on concurrent
measurements of the oxygen dimer O2-O2, used here as a proxy of the light path in the atmosphere.

For low AODs, one can see from Figure 12 that the OMI SO2 columns (clear) agree generally well with the
MAX-DOAS estimates. For high AODs (larger than 2), the “clear” and “clear and haze” SO2 columns are
sometimes significantly different and, for these days, the clear and haze column values are commensurate
with the direct Sun estimates, suggesting a sensible treatment of the aerosols for the OMI haze data set.
Interestingly, most of the differences between the different OMI data arise from the pixels selection (for the
haze scenes, as defined above) and not so much from the different AMFs applied. The AMFs, including the
aerosols, were found to be on average only 15% (range:�20% to 40%) larger than the aerosol-free AMFs. We
have inspected the MAX-DOAS SO2 and aerosol extinction profiles for January 2013, and found that the
profile shapes are quite similar. The explanation is therefore a compensation of enhancement and reduction
of the SO2 signal due to aerosols (in line with the findings of Leitão et al. [2010] on the impact of aerosols
on satellite NO2 retrievals). However, we note that the aerosol-corrected AMFs depend strongly on the single-
scattering albedo for the aerosols, and the latter is therefore a key parameter that needs to be accurately
determined for further validation work.

In Figure 12, the IASI retrievals are also displayed and compare reasonably well with the ground-based and
OMI estimates, for the low column values. Conversely, there are often large differences for the SO2 peaks. For
the infrared measurements, the most important source of uncertainty is the thermal contrast (TC)—even
small errors in the TC can propagate to large errors in the retrieved column. There are also several other
factors that could explain the discrepancies: differences in temporal and vertical sampling of the atmosphere
between UV and thermal infrared measurements, dependence of the IASI retrievals on the vertical SO2

profile, aerosols, and clouds.

To conclude the discussion on the validation exercise at Xianghe, we note that the results of Figures 11 and
12 are not in line with the OMPS retrievals of Yang et al. [2013] who reported SO2 columns over China in
January 2013 a factor of 2–4 lower than our estimates.
3.2.4. Detection of Shipping Emissions
International shipping is a significant source of pollutants including CO2, nitrogen oxides (NOx), sulfur oxides
(SOx), volatile organic compounds, particulate matter, and black carbon. It is important to monitor those
emissions as they are expected to grow in the future. Space-based observations of shipping emissions have
focused on NO2 [e.g., Beirle et al., 2004; Richter et al., 2004, 2011] and also formaldehyde [Marbach et al., 2009],
but the detection of SO2 has hitherto not been reported in the literature. Here we evaluate our OMI SO2

retrievals to capture the SO2 emissions from ships.

As the IMAGES model does not include inventories of shipping emissions of SOx, the AMFs calculated from
the modeled SO2 profiles are not appropriate for the shipping signal; and therefore, we first concentrate on
retrieved slant columns instead of vertical columns. Although the noise level of the retrieved SO2 SCDs is low
(typically 0.25 DU for the standard deviation), the expected shipping signal is well below this detection limit,
so we have based our analysis on long-term averages to reduce the data scatter. Five years (2005–2009) of
clear-sky data (fc less than 0.3) have been considered, and the data affected by volcanic SO2 from strong
eruptions during that period have been filtered out.
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Figure 13. (left) Multiannual averaged SO2 slant columns derived from clear-sky OMI measurements from 2005 to 2009
over the Middle East and Spain-North of Africa. Data strongly affected by volcanic SO2 have been excluded from the
analysis. (right) Tropospheric NO2 slant columns are measured by OMI over the same period and regions. The shipping
lanes in the Red Sea and in the vicinity of the strait of Gibraltar are shown in the NO2 maps with white ellipses.

Figure 14. OMI multiannual-averaged slant columns of SO2 (black) and tropospheric NO2 (red) along ship tracks ((left)
strait of Gibraltar and (right) Red Sea) presented in Figure 13. The slant columns are shown as a function of the equivalent
coordinate (distance in degree from the shipping lane), and first-order polynomial fits are subtracted from the averages. (inset)
The parameterizations used to locate the ship tracks are given. The selection of pixels is identical as in Figure 13, except for
the dashed lines that correspond to days with low surface wind speed (less than 5 m/s). The error bars represent the errors
on the mean SCDs, i.e., the standard deviation divided by the square root of the number of observations. Note that the error
bars for the low wind speed values are not shown for better readability.
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The SO2 results are presented in Figure 13 for two regions, over the Middle East and Spain. Also shown are the
corresponding tropospheric NO2 slant columns measured by OMI (H. Yu et al., manuscript in preparation,
2014) to illustrate the pollution patterns in the corresponding regions. One can see enhanced SO2 columns in
the Red Sea which coincide with the shipping tracks as depicted in the NO2 map, although the SO2 column
levels over the Red Sea cannot be attributed to ships only as there is a strong contamination by land sources
(e.g., refineries near Jeddah in Saudi Arabia). As shown in Figure 13, enhanced SO2 values are also found
near the Gibraltar strait where intense shipping is notorious, as evidenced in the NO2 data. Nevertheless, for
both cases, the signal from ships appears to be close to or at the noise level. To improve the statistics, we
have averaged the SO2 and (tropospheric) NO2 SCDs along the ship tracks to get a spatial cross section. For
this, we have defined for each case (Red Sea or Gibraltar) a parameterization of the shipping lane (a simple
latitude-longitude linear relationship), and we have estimated the averaged slant columns of SO2 and NO2

(for clear-sky pixels) as a function of the distance from the shipping lane. Compared to the gridded data
(Figure 13), this reduces the noise on the SO2 slant columns by about a factor of 5. To isolate the enhancement
due to shipping emissions relative to the background, first-order polynomials were fitted and subtracted from
to the SO2 and NO2 averages.

The SO2 and NO2 results are shown in Figure 14, for Gibraltar (left) and Red Sea (right) ship tracks. The error
bars on the SO2 and NO2 values represent the error on the mean SCDs (σ/√N; σ is the SCD standard deviation,
N is the number of observations).

For each region, one can see enhanced values of SO2 and NO2 well above the detection limit and
centered over the middle of the ship track. We have performed these calculations also for low surface
wind conditions (i.e., averaged wind speed for the lowest 0–500m above the surface less than 5m/s
according to data from the European Centre for Medium-Range Weather Forecasts (ECMWF)), and the
estimated SCDs (dashed line) increase by about 20–30% both for NO2 and SO2 (the corresponding error
bars are not shown for better readability but are up to 70% larger than the error bars with no selection
on the wind speed). This supports the shipping origin of the observed SO2 (detection is facilitated by less
plume dilution).

Shipping emissions of NOx and SO2 are subject to regulations by the International Maritime Organization, and
the monitoring of the effective decrease in fuel sulfur content is of interest. It can be determined by the
relative emission of NOx (controlled by engine type and operation and temperature of combustion) and SO2

through the NO2/SO2 ratio. We have estimated the ratio NO2/SO2 based on the measurements in shipping
plumes in Figure 14. For this, we have applied a scaling to the NO2/SO2 slant column ratio to account for
the difference in measurement sensitivity to NO2 and SO2 in the boundary layer. We obtain a typical ratio
NO2/SO2 of 0.5–1.0, a range that is compatible, e.g., with the shipping emission estimates from aircraft
measurements by Berg et al. [2012].

In addition to the cases shown in Figure 13, we have also looked for other examples of shipping emissions of
SO2. In the Indian Ocean, several ship tracks are clearly visible in the NO2 data, but the detection of shipping
SO2 signal was not conclusive there. The reason for this is unclear, but we notice that the NO2 columns
(background corrected) are lower for the Indian Ocean ship tracks than in the Red Sea and near the Gibraltar
strait, hence, it might be related to a detection limit issue.

As a final remark, it is worth noting the great ability of our OMI SO2 algorithm to detect very weak emission
sources also over land (sometimes with SCDs lower than 0.05 DU). In Figure 13, we can clearly identify, e.g., the
Nile Valley and the coal power plants of Sines (South-West Portugal), El Jadida (Atlantic coast of Morocco), and
Puertollano (South-center Spain).

4. Conclusions

We have developed an advanced algorithm to retrieve SO2 vertical columns from UV-visible measurements
and applied it to OMI data from 2004 to 2013. The retrieval scheme includes a DOAS spectral fitting, a
background correction, and the calculation of air mass factors and vertical column averaging kernels. We use
fixed UTLS SO2 profiles as input to the algorithm for volcanic SO2 plumes and simulations from the global
chemical transport model IMAGES to represent SO2 profiles for anthropogenic emissions.
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Several examples of volcanic eruptions and comparisons with contemporaneous IASI, OMI Linear Fit, and OMI
Principal Component Analysis retrievals demonstrate the ability of our algorithm to detect and quantify
volcanic SO2 plumes for both low and high-column regimes.

The determination of SO2 columns for anthropogenic sources is notoriously difficult because of the low
column amount and reduced measurement sensitivity close to the surface, leading to large retrieval
uncertainties. Therefore, intercomparison of satellite SO2 data and validation against ground-based
measurements are especially important for anthropogenic SO2 sources.

We havemadepreliminary comparisons of OMI columns retrieved from theDOAS and PCA algorithms over eastern
U.S. and eastern China. The results from the two algorithms are in good overall agreement, and we found that they
have very good and comparable detection limits (0.5–0.6 DU). However, more work is needed to compare the
DOAS and PCA algorithms in amore systematic way to gain confidence in the detection of very weak SO2 sources.

We have also performed comparisons between OMI columns and recently reported IASI observations of
boundary layer SO2 at Norilsk, and we found a convincing overall agreement, further illustrating the
complementarity of ultraviolet and thermal infrared nadir instruments.

We have presented a validation of our OMI data with MAX-DOAS measurements in Xianghe (China) for March
2010 to December 2013. Local air mass factors have been calculated using SO2 profile shape measurements
from the ground-based instrument. We find an excellent agreement between OMI andMAX-DOAS SO2 columns
with consistent seasonal and even short-term variations. On average, the satellite and ground-based SO2

columns agree within 12%. We have also investigated the extreme pollution case in China for January 2013
and showed that SO2 columns from ground-based, IASI, and OMI measurements could be as high as 10–15 DU.
We found that the selection of OMI pixels corresponding to haze scenes is important to reconcile the OMI and
ground-based SO2 column results. We also briefly discussed the impact of elevated aerosols on the OMI AMFs.

Finally, the ability of our algorithm to detect very weak SO2 sources has been demonstrated on multiannual
averaged SO2 columns. Using simultaneous observations of tropospheric NO2 and meteorological wind
field data, we, for the first time, present evidence for shipping SO2 emissions with space-based observations.
It is likely that such emissions will be more easily monitored with the next generation of nadir instruments,
especially the TROPOMI/Sentinel-5 Precursor instrument, owing to its improved spatial resolution and
signal-to-noise ratio.
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Abstract. An improved nitrogen dioxide (NO2) slant col-

umn density retrieval for the Ozone Monitoring Instrument

(OMI) in the 405–465 nm spectral region is presented. Since

the launch of OMI on board NASA’s EOS-Aura satellite in

2004, differential optical absorption spectroscopy (DOAS)

retrievals of NO2 slant column densities have been the start-

ing point for the KNMI DOMINO and NASA SP NO2 verti-

cal column data as well as the OMI NO2 data of some other

institutes. However, recent intercomparisons between NO2

retrievals from OMI and other UV/Vis and limb spectrom-

eters, as well as ground-based measurements, suggest that

OMI stratospheric NO2 is biased high.

This study revises and, for the first time, fully documents

the OMI NO2 retrieval in detail. The representation of the

OMI slit function to convolve high-resolution reference spec-

tra onto the relevant spectral grid is improved. The window

used for the wavelength calibration is optimised, leading to

much-reduced fitting errors. Ozone and water vapour spectra

used in the fit are updated, reflecting the recently improved

knowledge of their absorption cross section in the literature.

The improved spectral fit also accounts for absorption by

the O2–O2 collision complex and by liquid water over clear-

water areas.

The main changes in the improved spectral fitting result

from the updates related to the wavelength calibration: the

RMS error of the fit is reduced by 23 % and the NO2 slant

column by 0.85× 1015 molec cm−2, independent of latitude,

solar zenith angle and NO2 value. Including O2–O2 and liq-

uid water absorption and updating the O3 and water vapour

cross-section spectra further reduces NO2 slant columns on

average by 0.35× 1015 molec cm−2, accompanied by a fur-

ther 9 % reduction in the RMS error of the fit.

The improved OMI NO2 slant columns are consistent with

independent NO2 retrievals from other instruments to within

a range that can be explained by photochemically driven diur-

nal increases in stratospheric NO2 and by small differences in

fitting window and approach. The revisions indicate that cur-

rent OMI NO2 slant columns suffered mostly from an addi-

tive positive offset, which is removed by the improved wave-

length calibration and representation of the OMI slit func-

tion. It is therefore anticipated that the improved NO2 slant

columns are most important to retrievals of spatially homo-

geneous stratospheric NO2 rather than to heterogeneous tro-

pospheric NO2.

1 Introduction

Nitrogen dioxide (NO2) and nitrogen oxide (NO) – together

usually referred to as nitrogen oxides (NOx=NO+NO2) –

are important trace gases in the Earth’s atmosphere. They en-

ter the atmosphere due to anthropogenic (e.g. fossil fuel com-

bustion, biomass burning) and natural (e.g. microbiological

processes in soils, wild fires, lightning) processes. Over re-

mote regions NO2 is primarily located in the stratosphere.

Stratospheric NO2 columns range from about 2× 1015 to
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7× 1015 molec cm−2 between the tropics and high latitudes.

For polluted regions, up to 90 % of the total NO2 column may

be located in the troposphere. Tropospheric NO2 columns

over polluted areas are usually considerably higher, in places

even higher than 30× 1015 molec cm−2. For typical levels of

OH, the lifetime of NOx in the lower troposphere is less than

1 day (e.g. Schaub et al., 2007; Beirle et al., 2011).

Boundary layer NO2 directly affects human health (WHO,

2003). In addition, nitrogen oxides are essential precursors

for the photochemical formation of ozone (Sillman et al.,

1990): they influence concentrations of OH and thereby in-

fluence the lifetime of methane (Fuglestvedt et al., 1999) and

other gases. NO2 itself is a minor greenhouse gas, but the in-

direct effects of NO2 on global climate change are probably

larger, with a presumed net cooling effect mostly driven by

oxidation-fuelled aerosol formation (Shindell et al., 2009).

Stratospheric NO2 originates mainly from oxidation of N2O

in the middle stratosphere, which leads to NOx, which in

turn acts as a catalyst for ozone destruction (Crutzen, 1970;

Hendrick et al., 2012). Stratospheric NOx can also suppress

ozone depletion by converting reactive chlorine and hydro-

gen compounds into unreactive reservoir species (such as

ClONO2 and HNO3; Murphy et al., 1993).

The important role of NO2 in both troposphere and strato-

sphere requires monitoring of its concentration distribution

on a global scale. Observations from satellite instruments

provide global coverage complementary to sparse measure-

ments by ground-based and in situ (balloon, aircraft) instru-

ments. NO2 column densities have been retrieved using the

differential optical absorption spectroscopy (DOAS) tech-

nique from space since the mid-1990s from data acquired

by the nadir-viewing UV/Vis backscatter instruments GOME

(Burrows et al., 1999), SCIAMACHY (Bovensmann et al.,

1999), OMI (Levelt et al., 2006) and the GOME-2 instru-

ments (Munro et al., 2006) aboard MetOp-A and MetOp-B.

TROPOMI (Veefkind et al., 2012), scheduled for launch in

2016, will extend the record of these observations.

The retrieval of NO2 from satellite measured spectra with

DOAS is certainly possible but not easy: the structure of the

NO2 differential absorption is weak and there are interfer-

ing signals from the surface, atmosphere and instrumental

issues. Most retrievals of NO2 concentrations are performed

in the visible range between 400 and 500 nm, taking into ac-

count other absorbers and processes relevant in this wave-

length range. Early satellite retrievals of NO2 focused on the

dominant absorbers NO2, ozone and water vapour, as well

as rotational Raman scattering (the so-called “Ring effect”).

Recent years have shown continuous improvements in the

NO2 retrieval by accounting for weaker absorbers, notably

the O2–O2 collision complex and liquid water.

This paper describes a revision of NO2 slant column re-

trieval from level-1b spectra measured by OMI since 2004,

performed by a processor named OMNO2A. The study was

prompted by the observation, reported first by N. Krotkov

at the EOS-Aura meeting in October 2012 (Krotkov et al.,

2012), that OMI stratospheric NO2 concentrations are sys-

tematically higher than those derived from SCIAMACHY

and GOME-2 measurements by 0.5–1× 1015 molec cm−2,

after accounting for the daytime increase in stratospheric

NO2 (Dirksen et al., 2011). Recently, Belmonte-Rivas et

al. (2014) confirmed the high bias in OMI stratospheric

columns compared to an ensemble of stratospheric NO2

retrievals from satellite-based limb-sounding sensors. Sec-

tion 3 presents a further comparison of OMI, SCIAMACHY

and GOME-2 data, as well as a comparison using ground-

based measurements at the Jungfraujoch station, to confirm

the high bias in OMI NO2 data.

The revision of the OMNO2A settings and input is fur-

ther motivated by a number of issues regarding the absorp-

tion reference spectra (Sect. 4.1): (a) the need to update the

spectra of ozone and water vapour; (b) the need to account

for the wavelength and row dependency of the OMI slit func-

tion in the convolution of the spectra; (c) the need to investi-

gate whether including absorption by O2–O2 (so far omitted

from OMNO2A; cf. Bucsela et al., 2006) and liquid water

(cf. Richter et al., 2011; Lerot et al., 2010) improves the NO2

retrieval results. In addition, the effects on the DOAS NO2

retrieval of the wavelength calibration of the OMI radiance

spectra, introduced in OMNO2A following the first appear-

ance of the so-called row anomaly in 2007 but not yet eval-

uated, has been investigated and the calibration settings have

been optimised (Sect. 4.2). Lastly, it was recognised that it

is important for users of the OMI NO2 data to document the

essential elements, both the current and the updated, of the

slant column retrieval in one easily referable paper.

2 Observations of NO2 column densities

2.1 UV/Vis satellite-based NO2 observations

The main focus of this paper is NO2 data derived from mea-

surements by OMI (Levelt et al., 2006), which are com-

pared to NO2 data from the first GOME-2 instrument (Munro

et al., 2006) and from SCIAMACHY (Bovensmann et al.,

1999). All three instruments measure the backscattered and

direct sunlight in the UV and visible ranges from a sun-

synchronous polar orbit.

OMI is aboard the EOS-Aura satellite and has been oper-

ating since 2004. The overpass is at 13:40 local time (LT),

with the satellite flying south to north on the dayside of the

Earth. Individual nadir ground pixels are 13× 24 km2 at the

middle of the swath; the size of the pixels increases towards

the edges of the swath. The full swath width is about 2600 km

and OMI achieves global coverage each day.

The first GOME-2 instrument is aboard the MetOp-A

satellite and has been operating since 2007. The over-

pass is at 09:30 LT, with the satellite flying north to south

on the dayside of the Earth. Individual ground pixels are

40× 80 km2. The full swath width is about 1920 km and

GOME-2 achieves nearly global coverage each day. A sec-
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Table 1. Main settings of the DOAS retrieval of NO2 slant column densities of the data versions used in this paper for the satellite instruments

OMI, GOME-2 and SCIAMACHY; for OMI the current settings and the settings resulting from the discussion in this paper are given.

OMI – current OMI – updated GOME-2 SCIAMACHY

Wavelength range (nm) 405–465 405–465 425–450 426.5–451.5

Secondary trace gases O3, H2Ovap O3, H2Ovap, O2–O2, H2Oliq O3, H2Ovap, O2–O2 O3, H2Ovap, O2–O2

Pseudo-absorbers Ring Ring Ring Ring

Degree of polynomial 5 5 3 2

Fitting method non-linear non-linear linear linear

Offset fitted no no yes yes

DOAS retrieval code OMNO2A OMNO2A QDOAS QDOAS

Retrieval responsible KNMI KNMI BIRA-IASB BIRA-IASB

Data version used DOMINO v2.0 DOMINO v3.0 TM4NO2A v2.1 TM4NO2A v2.0

ond, identical GOME-2 instrument was launched aboard the

MetOp-B satellite in 2012. In this paper, GOME-2 refers to

the instrument aboard MetOp-A, sometimes referred to as

GOME-2A.

SCIAMACHY is aboard the satellite ENVISAT and oper-

ated in the period 2002–2012. The overpass was at 10:00 LT,

with the satellite flying north to south on the dayside of the

Earth. Individual ground pixels were 30× 60 km2. The full

swath width was about 960 km and SCIAMACHY achieved

global coverage only once every 6 days, because it measured

alternatively in a nadir and limb viewing mode.

The DOAS retrieval technique, described in Sect. 2.2, is

applied to the backscattered spectra measured by the three

satellite instruments to obtain the NO2 slant column den-

sity (SCD). The SCD is the integrated concentration of NO2

over light paths from the Sun through the Earth’s atmosphere

to the satellite, weighted with their relative contribution to

the radiance.

The standard OMI NO2 SCD data are calculated at NASA

by a processor named OMNO2A. The retrieval results of

OMNO2A are input for subsequent processing to deter-

mine NO2 vertical column densities (VCDs), e.g. for the

DOMINO data product of KNMI (e.g. Boersma et al., 2007,

2011; Dirksen et al., 2011) and NASA’s NO2 Standard Prod-

uct (SP; e.g. Bucsela et al., 2006, 2013). For the OMI NO2

retrieval, the selected spectral fitting window is 405–465 nm,

wider than the often used 425–450 nm window in order to

improve the effective signal-to-noise ratio.

For GOME-2 and SCIAMACHY NO2 SCD data, BIRA-

IASB uses a processor based on QDOAS (Danckaert et al.,

2012), the multi-platform successor of their WinDOAS pack-

age; see e.g. Van Roozendael et al. (2006) and Lerot et al.

(2009). The DOAS fit on GOME-2 and SCIAMACHY data

uses almost the same wavelength window: 425.0–450.0 and

426.5–451.5 nm respectively (the small difference between

the fit windows is related to instrumental issues). The degree

of the DOAS polynomial is 3 for GOME-2 and 2 for SCIA-

MACHY.

Table 1 provides an overview of the details of the DOAS

retrieval for the OMI, GOME-2 and SCIAMACHY sensors

used in this study.

2.2 DOAS retrieval of NO2 slant column densities

The DOAS (Platt, 1994; Platt and Stutz, 2008) technique

matches an analytical function that describes the rele-

vant atmospheric physical processes (scattering, reflection

and absorption) to the satellite-measured spectrum. In the

OMNO2A setup, the modelled reflectance is expressed in

terms of intensities, which leads to a non-linear fit problem

and allows the effects of inelastic scattering to be described

after a scattering event has occurred:

Rmod(λ)= P(λ) ·exp

[
−

Nk∑
k=1

σk(λ) ·Nscd,k

]

·

(
1+ CRing

IRing(λ)

I0(λ)

)
. (1)

This physical model contains a low-order polynomial P(λ)

of degree Np that represents the slowly varying broad-band

absorption, as well as Rayleigh and Mie scattering processes

in the atmosphere and smooth surface reflection and absorp-

tion effects. Furthermore, the physical model includes the

spectrally varying absorption signatures σk(λ) and the slant

column amount Nscd,k of relevant absorbers k, notably NO2,

ozone (O3) and water vapour (H2Ovap).

The physical model accounts for inelastic Raman scatter-

ing of incoming sunlight by N2 and O2 molecules that leads

to filling-in of the Fraunhofer lines in the radiance spec-

trum – the so-called “Ring effect” (see Grainger and Ring,

1962; Chance and Spurr, 1997) – by describing these ef-

fects as a pseudo-absorber, that is, by including a Ring refer-

ence absorption spectrum along with the molecular absorp-

tion terms. In Eq. (1), CRing is the Ring fitting coefficient and

IRing(λ)/I0(λ) the sun-normalised synthetic Ring spectrum.

The term between parentheses in Eq. (1) describes both the

contribution of the direct differential absorption (i.e. the 1)

and the modification of these differential structures by in-
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Figure 1. Monthly average stratospheric NO2 VCD values (left

axis; filled symbols) and absolute differences (right axis; open sym-

bols) in 1015 molec cm−2 of OMI, GOME-2 and SCIAMACHY

in March 2007 over the Pacific Ocean area (60◦ S–60◦ N, 140–

180◦W), as a function of latitude. The error bars at the data points

near the equator mark for that latitude bin the average standard de-

viation of the total VCD (data source: http://www.temis.nl/).

elastic scattering (the +CRing IRing(λ)/I0(λ) term) to the re-

flectance spectrum.

The DOAS procedure minimises the difference between

the measured reflectance spectrum Rmeas(λ) and the mod-

elled spectrum Rmod(λ) within a given wavelength window,

in the form of minimisation of a chi-squared merit function.

The measured reflectance Rmeas(λ) is determined from the

radiance measured at top-of-atmosphere I (λ) and the mea-

sured extraterrestrial solar irradiance spectrum I0(λ). Some

further details on the OMI NO2 DOAS slant column re-

trieval, such as the merit function that is minimised and the

definition of the RMS error, can be found in Sect. S1 in the

Supplement.

3 Intercomparisons of stratospheric NO2 columns

NO2 data from OMI, GOME-2 and SCIAMACHY are eval-

uated for 2007. Stratospheric NO2 concentrations are best

detected over the Pacific Ocean, where tropospheric contri-

butions to the NO2 column are small in the absence of sub-

stantial sources of pollution. The Pacific Ocean area is de-

fined here as the area from 60◦ S to 60◦ N and from 140

to 180◦W. DOMINO v2.0 data are used for OMI (Boersma

et al., 2011), TM4NO2A v2.1 for GOME-2 and TM4NO2A

v2.0 for SCIAMACHY (Boersma et al., 2004).

Figure 1 shows the monthly average stratospheric NO2

column for the three instruments and their mutual differ-

ences as a function of latitude for March 2007; for other

months (not shown) the comparisons look quite similar. The

OMI stratospheric columns are clearly higher than those of

GOME-2 by about 1.0× 1015 molec cm−2, consistent with

Belmonte-Rivas et al. (2014), who reported a similar high

Table 2. Average differences in stratospheric NO2 columns over

the Pacific Ocean area (60◦ S–60◦ N, 140–180◦W) of 2007 of

OMI, GOME-2 and SCIAMACHY, where the averages are com-

puted from monthly latitudinally binned data. The relative differ-

ence (right column) is given as percentage of the column values of

the second instrument in the difference, e.g. w.r.t. SCIA in the dif-

ference OMI − SCIA (data source: http://www.temis.nl/).

Absolute values Relative difference

Instruments [× 1015 molec cm−2] [%]

OMI – SCIA +1.28± 0.15 +80.1± 9.6

OMI – GOME-2 +1.14± 0.18 +65.6± 10.3

GOME-2 – SCIA +0.14± 0.09 +8.7± 5.8

bias in OMI and low bias in SCIAMACHY data relative to

stratospheric NO2 columns obtained from an ensemble of

limb and nadir sensors. The GOME-2 stratospheric columns

(not included in the study of Belmonte-Rivas et al., 2014)

in turn are higher than those of SCIAMACHY by 0.1–

0.3× 1015 molec cm−2.

Figure 1 shows that there is only a weak variability of the

intra-sensor differences with latitude and that the differences

are similar to within 0.2× 1015 molec cm−2. This weak vari-

ability with latitude and independence of the month indi-

cates that the differences between the instruments is dom-

inated by an additive offset. Table 2 lists the annual aver-

aged 2007 intra-sensor differences over the Pacific Ocean

area. The difference of 1.1–1.3× 1015 molec cm−2 between

OMI (overpass at 13:40 LT) and the two mid-morning sen-

sors is considerably larger than the increase of stratospheric

NO2 between the respective measurement times. Photochem-

ical models suggest a latitude-dependent increase of 10–

30 % in stratospheric NO2 between 09:30 and 13:40 LT.

This increase reflects the production of NO2 from N2O5

photodissociation and corresponds to an increase of 0.1–

0.6× 1015 molec cm−2 (Dirksen et al., 2011; Belmonte-

Rivas et al., 2014).

The comparison of data from the ground-based SAOZ and

FTIR instruments at the Jungfraujoch station with satellite

data by Hendrick et al. (2012) was repeated, now also in-

cluding OMI data and extending the GOME-2 and SCIA-

MACHY data sets to the end of 2012 (see Sect. S2 in the

Supplement). The results of the comparisons also strongly

suggest that OMI stratospheric NO2 is biased high. Since the

air-mass factor calculations for NO2 in the stratosphere are

straightforward (with an error of less than 1 %), the high bias

in OMI stratospheric columns originates from the slant col-

umn retrieval. As a result of this finding, the details of the

OMI NO2 spectral fitting OMNO2A were revisited.

Atmos. Meas. Tech., 8, 1685–1699, 2015 www.atmos-meas-tech.net/8/1685/2015/
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4 Improvements to the OMI NO2 retrieval

4.1 Reference spectra

The set of reference spectra in the current OMNO2A pro-

cessing has been introduced in August 2006. Since then a

number of improved reference spectra data sets have been

reported in the peer-reviewed literature. In addition, the ref-

erence spectra used in the current OMNO2A processing have

been convolved with the OMI slit function, described by a

parametrised broadened Gaussian function (Dirksen et al.,

2006), but without taking the wavelength and row depen-

dency (i.e. viewing angle dependency) of the slit function

into account.

For these reasons all relevant cross sections are generated

anew, based on the latest established absorption spectra, and

convolved with the OMI slit function while now taking the

wavelength and row dependency of the slit function into ac-

count in the form of a row-average slit function. The OMI

slit function 1 and the implementation of the convolution are

given in Sect. S3 in the Supplement.

Details of the relevant reference spectra used in the cur-

rent and forthcoming OMNO2A slant column fit are given in

Sect. S4. The updated reference spectra are

– solar spectrum Iref(λ), from Dobber et al. (2008)

– NO2 absorption, from Vandaele et al. (1998)

– O3 absorption, from Bogumil et al. (2000), version 3.0

(Dec. 2004)

– water vapour (H2Ovap) absorption, based on the HI-

TRAN 2012 database (Rothman et al., 2013)

– O2–O2 absorption, from Thalman and Volkamer (2013)

– liquid water (H2Oliq) absorption, from Pope and Fry

(1997)

– Ring radiance spectrum IRing(λ), computed following

Chance and Spurr (1997).

The reference spectra labelled “v2006” below refer to

those used in the current OMNO2A processor (used in, for

example, the DOMINO v2.0 data set), while “v2014” refers

to the updated reference spectra. The relation between these

labels and the official version numbering of OMNO2A is de-

scribed in Sect. S5.

1 The full set of the OMI slit function – the slit functions for the

60 individual rows as well as the average slit function, both for the

visible (350–500 nm) and UV (310–380 nm) wavelength ranges – is

available for download via the OMI website at http://www.knmi.nl/

omi/research/product/ .

4.1.1 Other absorption features

Over tropical forests, detectable contributions from glyoxal

(CHOCHO) have been reported, and its retrieval requires the

inclusion of NO2 absorption (e.g. Lerot et al., 2010). Con-

versely, however, glyoxal absorption is only a very minor in-

terference for NO2 absorption, so that it can be safely ne-

glected.

Richter et al. (2011) have investigated absorption signa-

tures attributable to sand, e.g. over deserts, but this signature

is broadband in the OMI NO2 fit window (any structure in

the signature lies well beyond the fit window) and is there-

fore not accounted for here.

Absorption by vibrational Raman scattering (VRS;

e.g. Vasilkov et al., 2002; Vountas et al., 2003) is known to

play a role over open waters and thus may have an impact on

the NO2 retrieval; however, it is unclear whether including

VRS improves the retrieval results, partly because its signa-

ture is apparent over areas where it certainly is not playing

a role, e.g. over deserts (A. Richter, personal communica-

tion, 2014). In addition, the VRS signature does not seem to

be independent from the signature of liquid water absorption

(Peters et al., 2014). For these reasons, absorption by VRS is

not investigated here.

4.2 Wavelength calibration

The measured solar irradiance spectrum I0(λ) used in the

OMI NO2 DOAS fit has been constructed from a yearly av-

erage of daily solar irradiance measurements by OMI during

2005 and has an accurate wavelength calibration.

From the start of the OMI mission, the level-1b radiance

spectra I (λ) of OMI are given on an initial assigned wave-

length grid (Voors et al., 2006). This assigned wavelength

grid – hereafter referred to as “wcA” – was at the time accu-

rate enough for the NO2 retrieval with OMNO2A. After the

onset of the first row anomaly 2 in June 2007 and the sub-

sequent growth of this issue after May 2008, however, the

assigned wavelength grid appeared to be less accurate and,

consequently, hampered sufficiently accurate NO2 retrievals

in all rows, including those not affected by the row anomaly.

The NO2 fit results were improved by the introduction

of a wavelength calibration in OMNO2A in January 2009.

This wavelength calibration determines a wavelength shift

for each individual radiance spectrum I (λ) from a fit against

the reference solar spectrum Iref(λ), taking the Ring effect

into account (cf. Voors et al., 2006), starting from the as-

signed wavelength grid wcA. The wavelength calibration in

the current OMNO2A processing, called “wcB” hereafter,

uses 408.0–423.0 nm as the calibration window. This win-

dow was chosen because it covers some distinct Fraunhofer

features in the solar spectrum. Due to the construction of

the OMI detector, a squeezing or stretching of the wave-

2 See http://www.knmi.nl/omi/research/product/

rowanomaly-background.php for an explanation and details.
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Table 3. Pacific Ocean test orbit average main results of the wave-

length calibration and spectral fit, using the v2014 reference spectra

for the wavelength calibration windows mentioned in Sect. 4.2.

Calib. window Shift RMS NO2 error

Begin End × 10−3
× 10−4

× 1015

Name (nm) (nm) (nm) (–) (molec cm−2)

wcB 408.0 423.0 −3.63 0.97 0.99

wcN 409.0 428.0 −4.68 0.95 0.97

wcC 425.5 443.0 −7.70 1.09 1.10

wcF 405.0 465.0 −6.83 1.02 1.04

lengths is unlikely (which is confirmed by ongoing tests on

OMI data as preparation for the implementation of a wave-

length calibration for TROPOMI which includes the pos-

sibility of a squeeze/stretch in the calibration), so that the

shift found from the calibration window is representative for

the whole NO2 fit window. The relation between the wave-

length calibration labels and the official version numbering

of OMNO2A is described in Sect. S5.

With the update of the solar reference spectrum Iref(λ) and

the Ring radiance spectrum IRing(λ), the wavelength shift

determined in calibration window wcB turns out to be dif-

ferent from the shift found in the current OMNO2A setup.

This change in the wavelength grid of the level-1b spectra di-

rectly improves the fit results: both the RMS and the error on

the NO2 SCD are reduced. Using the v2006 reference spec-

tra for NO2, O3 and H2Ovap (and not yet including O2–O2

and H2Oliq), the changes due to the introduction of the new

solar and Ring reference spectra in the wcB wavelength cal-

ibration, averaged between 60◦ S and 60◦ N over the Pacific

Ocean test orbit (see Sect. 5.1), are as follows:

– wavelength shift from +0.55 to −3.63× 10−3 nm

– RMS error from 1.39 to 1.15× 10−4 (−17.4 %)

– NO2 error from 1.29 to 1.17× 1015 molec cm−2

(−9.2 %)

– NO2 SCD from 8.54 to 8.04× 1015 molec cm−2

(−5.8 %).

Since the spectral sampling of OMI is about 0.21 nm (Lev-

elt et al., 2006), a shift of −3.62× 10−3 nm corresponds to

1.7 % of a wavelength pixel.

Given that the NO2 fit results depend so clearly on the

wavelength calibration, it was decided to test a range of cal-

ibration windows. Both the starting and end point of the cal-

ibration window were varied in steps of 0.5 nm, with a min-

imum size of 10 nm for the window, over the complete 405–

465 nm fit window for a total of 5151 possible calibration

windows. The fits were performed on the Pacific Ocean test

orbit with all new v2014 reference spectra, including O2–O2

and H2Oliq absorption. From these calculations the “optimal

calibration window”, defined as the window that results in
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Figure 2. Pacific Ocean test orbit average relationship between the

RMS error and the NO2 SCD for the 5151 wavelength calibration

windows investigated. The right axis of the main plot is an approx-

imation: it gives the wavelength shift constructed from the linear

relationship with the NO2 SCD mentioned in the text.

the lowest RMS and NO2 error in the subsequent DOAS fit,

was found to be 409.0–428.0 nm. This new calibration win-

dow, hereafter “wcN”, covers one more distinct Fraunhofer

line than wcB (cf. Fig. S4 in the Supplement).

Table 3 lists the calibration shift and the RMS and NO2 er-

ror of the subsequent DOAS fit for calibration windows wcB

and wcN. For comparison, Table 3 also gives the fit results

using two other calibration windows: one spanning the full

fit window (“wcF”) and one more or less at the centre of the

fit window (“wcC”). For the other orbits of the same day (not

shown), minimal RMS is achieved either in the wcN window

or in a slightly different window, but the difference between

that RMS and the RMS of wcN is less than 0.05 %. Hence,

wcN is selected as the optimal wavelength calibration win-

dow to be implemented in the new version of the OMNO2A

processor.

4.2.1 Uncertainty in NO2 SCD related to calibration

Figure 2 shows the relationship between the RMS error

(horizontal axis) and the resulting NO2 SCD (left exist)

for all calibration windows of the Pacific Ocean test or-

bit. The minimum RMS is achieved for calibration window

wcN (409.0–428.0). There are 112 possible calibration win-

dows with an RMS within 0.5 % of the RMS of wcN, and

these calibration windows all have an end-wavelength be-

low 430 nm. For these windows, the NO2 error ranges from

0.97 (the value for wcN) to 0.98× 1015 molec cm−2, and the

NO2 SCD ranges from 7.23 to 7.47× 1015 molec cm−2. The

latter variation can be considered a measure for the uncer-

tainty in the NO2 SCD related to the wavelength calibration:

0.12× 1015 molec cm−2 (0.05× 1015 molec cm−2 in terms

of the NO2 VCD when using a geometric air-mass factor).
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J. H. G. M. van Geffen et al.: Improved spectral fitting of nitrogen dioxide from OMI 1691

Table 4. Results of the NO2 SCD fit for the different steps of the updates of the OMNO2A processing for the Pacific Ocean orbit. Case 0

represents the current OMNO2A version (v1) and case 4 is the updated version (v2) settings. Cases 1 through 4 follow the updates listed at

the beginning of Sect. 5. The numbers between parentheses are percentage changes w.r.t. case 0. The NO2 SCD error is given in absolute

value and as percentage of the NO2 SCD column. The NO2 VCD in the last column is determined from the SCD and the geometric air-mass

factor.

Solar Calib. NO2, O3 O2–O2 RMS error NO2 SCD NO2 SCD error NO2 VCD

Case Ring window H2Ovap H2Oliq (–) (molec cm−2) (molec cm−2) (%) (molec cm−2)

0 v2006 wcB v2006 no 1.39× 10−4 8.54× 1015 1.29× 1015 15.1 3.10× 1015

1 v2014 wcB v2006 no 1.15 (−17.4 %) 8.04 (−5.8 %) 1.17 (−9.2 %) 14.5 2.92 (−6.1 %)

2 v2014 wcN v2006 no 1.13 (−18.7 %) 7.75 (−9.2 %) 1.16 (−10.1 %) 14.9 2.81 (−9.6 %)

3 v2014 wcN v2014 no 1.06 (−23.6 %) 7.96 (−6.8 %) 1.09 (−15.2 %) 13.7 2.89 (−7.0 %)

4 v2014 wcN v2014 yes 0.94 (−32.0 %) 7.38 (−13.5 %) 0.97 (−24.6 %) 13.1 2.68 (−13.7 %)

There appears to be an almost perfectly linear relationship

between the NO2 SCD and the shift of the calibration

for the investigated range of wavelength shifts: NO2 SCD

[× 1015 molec cm2]= 2.325 · shift [× 10−2 nm]+ 8.470,

with a correlation coefficient of r = 0.99997. This linear

relationship implies that an error in the wavelength shift of

1× 10−3 nm (0.5 % of a detector pixel) corresponds to a

change in the NO2 SCD of about 0.2× 1015 molec cm−2.

Depending on the desired accuracy of the retrieved NO2

column, e.g. for future satellite missions, the relationship

poses firm requirements on the accuracy of the wavelength

grid. The effect of spectral misalignments, i.e. a mismatch

between the wavelengths of the measured spectra and

the reference spectra, on DOAS fit results has also been

investigated, e.g. by Stutz and Platt (1996) and Beirle et al.

(2013).

5 Results of the OMI NO2 retrieval improvements

The improvements for the OMNO2A NO2 SCD retrieval dis-

cussed above comprise four steps:

1. the update of the high-resolution solar reference spec-

trum and the Ring spectrum used for the wavelength

calibration;

2. the change of the wavelength calibration window from

wcB to wcN;

3. the update of the reference spectra of NO2, O3 and

H2Ovap;

4. the inclusion of absorption by the O2–O2 collision com-

plex and by liquid water.

The current OMNO2A processing system is referred to as

“v1” below, while the processing using the updated spectral

fit settings is named “v2”.

5.1 Current vs. updated NO2 fit results

For the comparison of the current and updated OMNO2A

spectra fit results, the OMI orbit over the Pacific Ocean on 1
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Figure 3. Absolute values (top row) and absolute differences (bot-

tom row) of the orbit average RMS error (left column, × 10−4) and

NO2 SCD (right column, × 1015 molec cm−2) as a function of the

OMI orbit number on 1 July 2005; the Pacific Ocean orbit is num-

ber 14. The case numbers refer to the cases listed in Table 4. The

difference “case 0 – case 2” (blue line) refers to the updates of the

wavelength calibration, “case 2 – case 4” (black line) to the updates

of the reference spectra, and “case 0 – case 4” (red line) to all up-

dates put together.

July 2005 (orbit number 05121) is used. Other orbits of this

day and of some other days in 2005 are used to evaluate the

robustness of the findings. Only ground pixels with a solar

zenith angle less than 75◦ are considered; in most compar-

isons using orbit averages, the data are limited to the latitude

range [−60◦ : +60◦]. Since stratospheric NO2 is the main fo-

cus of this study, no filtering of cloudy pixels is applied.

Table 4 lists the NO2 SCD, the NO2 SCD error and the

RMS error values for the step-by-step improvements listed

above. The first case in the table represents the current

OMNO2A settings for the SCDs used in the DOMINO v2.0

and NASA SP v2.1 NO2 data products; case 2 represents the

improved wavelength calibration; and case 4 the implemen-

tation of all updates together, i.e. the updated “v2” version of

www.atmos-meas-tech.net/8/1685/2015/ Atmos. Meas. Tech., 8, 1685–1699, 2015
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Figure 4. Absolute differences in the NO2 SCD as a function of

latitude averaged over all 15 orbits. The case numbers refer to the

cases listed in Table 4, similar to the bottom panels of Fig. 3. For

comparison, the concentration of O2–O2 as a function of latitude is

shown in arbitrary units (green short-dashed line).

OMNO2A. Figure 3 shows the absolute values of and differ-

ences between cases 0, 2 and 4 in Table 4 of the RMS error

and the NO2 SCD for all 15 orbits of 1 July 2005.

These results show that the wavelength calibration update

(case 2) leads to large improvements in the spectral fitting

of OMI NO2 and the updates of the relevant reference spec-

tra lead to smaller yet still significant improvements of the

fit. The lower panels indicate that differences in RMS and

NO2 SCD vary only a little from orbit to orbit. When averag-

ing the 15 orbit averages and giving changes w.r.t. the case-0

averages, the conclusions are that

– the wavelength calibration updates reduce the RMS by

23 % and the SCD by 0.85× 1015 molec cm−2,

– updates in the reference spectra further reduce the RMS

by 9 % and the SCD by 0.35× 1015 molec cm−2,

– in total the RMS improves by 31 % and the SCD is

smaller, on average, by 1.20× 1015 molec cm−2.

The latitudinal dependency of the changes in the NO2 SCD

averaged over the 15 orbits is shown in Fig. 4. The

change in NO2 SCD resulting from the update of the

wavelength calibration (blue line with squares) shows lit-

tle variation with latitude, indicating that the imperfect

wavelength calibration likely represents an additive off-

set of 0.85± 0.04× 1015 molec cm−2 in the current “v1

OMNO2A” retrieval.

However, the change in NO2 SCD due to the update of

the trace gas reference spectra and the inclusion of ab-

sorption by O2–O2 and H2Oliq (black line with triangles

in Fig. 4) depends clearly on latitude in absolute num-

bers and as a percentage of the NO2 SCD: the change

ranges from 0.1× 1015 molec cm−2 (3 %) in the tropics to
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Fig. 5. Absolute values of the updated data (case 4, top row) and absolute differences between the current

and the updated data (bottom row) of the orbit average RMS error (left column,×10−4) and NO2 SCD (right

column,×1015 molec/cm2) as function of the OMI orbit number on 4 selected days. The case numbers refer to

the cases listed in Table 4. Measurements from the rows affected by the row anomaly in the 2013 (rows 25-48

and 53) have been omitted from all data in this comparison.
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Figure 5. Absolute values of the updated data (case 4, top row)

and absolute differences between the current and the updated data

(bottom row) of the orbit average RMS error (left column, × 10−4)

and NO2 SCD (right column, × 1015 molec cm−2) as a function of

the OMI orbit number on 4 selected days. The case numbers refer

to the cases listed in Table 4. Measurements from the rows affected

by the row anomaly in the 2013 (rows 25–48 and 53) have been

omitted from all data in this comparison.

0.8× 1015 molec cm−2 (5 %) at high latitudes. The change

in the NO2 SCD increases with latitude and reflects the in-

clusion of O2–O2 absorption, which increases poleward as

shown by the green short-dashed line in Fig. 4.

Overall, the improved OMNO2A NO2 SCD is reduced by

1.0 to 1.8× 1015 molec cm−2 (10 to 16 %), the NO2 SCD er-

ror by 0.2 to 0.3× 1015 molec cm−2 (16 to 30 %) and the

RMS error by 24 to 35 %, depending on latitude.

The above settings of case 0 and case 4 have been evalu-

ated on the 4 test days used in the EU FP7 project QA4ECV 3

to evaluate the robustness of the improvements for other days

of the test year (2 February and 16 August 2005) and for

more recent OMI data (4 February and 4 August 2013). Fig-

ure 5 shows the orbit average values of the RMS error and

the NO2 SCD the updated retrieval values and the differences

between the current and the updated values. The other fit co-

efficients (not shown), such as ozone and water vapour, as

well as the associated error terms, show no systematic differ-

ences between the results of the current and updated settings

either. This comparison confirms that the improvements are

robust over time and can therefore be used for reprocessing

the entire OMI record.

To facilitate a comparison of the improved spectral fit for

OMI with data from SCIAMACHY, the NO2 slant columns

of both instruments are converted to vertical columns with

the geometric air-mass factor Mgeo, taking the curvature of

the Earth’s atmosphere into account (Leue, 1999). This con-

version ensures that the considerable differences in viewing

3 See http://www.qa4ecv.eu/.

Atmos. Meas. Tech., 8, 1685–1699, 2015 www.atmos-meas-tech.net/8/1685/2015/
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Figure 6. Comparison of the NO2 VCD values (lines with symbols)

of the new v2 OMNO2A (red circles) and old v1 OMNO2A (blue

squares) retrieval for the Pacific Ocean orbit of 1 July 2005 and

the average SCIAMACHY data (black triangles) over Pacific Ocean

of the same day. The two lines without symbols show differences

between the NO2 VCD values. A comparison between OMI and

SCIAMACHY should be limited to latitudes below 45◦, because for

higher latitudes the instruments cover different geographic areas.

angles between the two instruments do not affect the com-

parison.

Figure 6 shows a comparison of the OMI Pacific Ocean

test orbit using the “v1 OMNO2A” and the “v2 OMNO2A”

retrieval and of the SCIAMACHY data over the Pa-

cific Ocean of the same day (lines with symbols). Given

SCIAMACHY’s poor geographic coverage, the data of its

three orbits over the Pacific are averaged for this com-

parison. The figure shows that the discrepancy between

OMI and SCIAMACHY has been reduced from 1.2 to

0.8× 1015 molec cm−2.

The remaining offset between the new v2 OMNO2A and

the SCIAMACHY NO2 VCDs of 0.8× 1015 molec cm−2

can be explained in part by the difference of about

0.5× 1015 molec cm−2 expected due to the diurnal cy-

cle of stratospheric NO2. It should, furthermore, be kept

in mind that SCIAMACHY has a negative bias of 0.1–

0.2× 1015 molec cm−2 w.r.t. GOME-2 (Sect. 3; Hendrick et

al., 2012) and w.r.t. an ensemble of stratospheric NO2 limb

sensor measurements (Belmonte-Rivas et al., 2014). In addi-

tion, the OMI NO2 is retrieved by OMNO2A with a non-

linear fit approach in the 405–465 nm window, while the

SCIAMACHY NO2 is retrieved by QDOAS with a linear fit

approach in the 425–450 nm window (cf. Table 1). The dif-

ference in fit window and fit approach explains another 0.1–

0.2× 1015 molec cm−2 in the difference between OMNO2A

and SCIAMACHY, as is shown in Sect. 5.3.
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Figure 7. Spectral residual of the NO2 retrieval fit with the up-

dated reference spectra without (case 3, red solid lines) and with

(case 4, blue dashed lines) O2–O2 and H2Oliq absorption included

for two ground pixels along row 29 (0-based): pixel 425 (located at

20.2◦ S, 135.4◦W; top two curves, left axis) and pixel 592 (0.0◦ S,

139.8◦W; bottom two curves, right axis) of the Pacific Ocean test

orbit. To clarify the graph, the wavelengths of three detector pixels

are averaged, thus mimicking the fact that OMI’s spectral resolution

is about 3 times its spectral sampling.

5.2 About including O2–O2 and liquid water

The spectral residual of the NO2 retrieval describes the un-

explained portion of the measured spectrum after a selected

set of absorption signatures is accounted for in the fit model.

Figure 7 shows the spectral residual of two cloud-free pixels

along row 29 (0-based) of the Pacific Ocean test orbit: pixel

425 and pixel 592 using the updated reference spectra with-

out (case 3, red solid lines) and with (case 4, blue dashed

lines) taking absorption of O2–O2 and H2Oliq into account.

Pixel 425 is over clear open ocean water with a low chloro-

phyll concentration 4 (0.028 mg m−3), while pixel 592 is over

ocean water with a relatively high chlorophyll concentration

(0.351 mg m−3). An anti-correlation between the chlorophyll

concentration and the liquid water absorption coefficient is

expected, because the higher the chlorophyll concentration

the more opaque the water is and therefore the shorter the

penetration depth of light will be.

Figure 7 shows that the residual of pixel 425 has a clear

structure in the range 445–465 nm in case liquid water ab-

sorption is not accounted for, while this structure does not ap-

pear for pixel 592. If H2Oliq is included in the fit, the residual

of pixel 425 is much reduced (the RMS decreases by−35 %),

while there is hardly any change in the residual of pixel 592

(by −2 %). For both pixels the NO2 SCD reduces by about

4 Chlorophyll concentrations are extracted from NASA’s

daily assimilated total chlorophyll data sets with the Gio-

vanni online data system from NASA GES DISC; data file:

NOBM_DAtot.CR.data.01Jul2005.G3.output.txt.

www.atmos-meas-tech.net/8/1685/2015/ Atmos. Meas. Tech., 8, 1685–1699, 2015
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Figure 8. Retrieved H2Oliq coefficient (in m; red solid line, left

axis) as a function of latitude for row 29 of the Pacific Ocean test

orbit, showing only ground pixels for which chlorophyll concentra-

tion data are available. Also shown, with values along the right axis,

are the chlorophyll concentration (in mg m−3; blue dashed line)

and the cloud cover fraction (magenta dotted line). The inset shows

the H2Oliq coefficient as a function of the chlorophyll concentra-

tion separately for ground pixels with latitudes between ± 40◦ (red

crosses) and higher latitudes (green circles).

Fig. 9. World map of the H2Oliq coefficient (in m) based on all 15 OMI orbits of 1 July 2005; the Pacific Ocean

test orbit is marked by a black triangle. All ground pixels with solar zenith angle less than 75◦ are plotted; no

filtering for cloudy pixels was applied.
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Figure 9. World map of the H2Oliq coefficient (in m) based on all

15 OMI orbits of 1 July 2005; the Pacific Ocean test orbit is marked

by a black triangle. All ground pixels with solar zenith angle less

than 75◦ are plotted; no filtering for cloudy pixels was applied.

6 % and the retrieved H2Oliq fit coefficients are physically

meaningful: for pixel 425 the H2Oliq fit coefficient is 10.49 m

and for pixel 592 it is 0.83 m.

Figure 8 shows the retrieved H2Oliq coefficient (left axis,

red solid line) as a function of latitude for all ground pixels

of detector row 29 for which a chlorophyll concentration is

available. For comparison the graphs also shows the chloro-

phyll concentration and the cloud fraction for the same pixels

(right axis); cloudiness clearly leads to lower H2Oliq coeffi-

cients, as expected. The inset of Fig. 8 shows the relationship

between the H2Oliq coefficient and the chlorophyll concen-
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Fig. 10. Retrieved values for the O3 SCD (top-left), the O2–O2 SCD (bottom-left) and H2Oliq coefficient

(bottom-right) as function of latitude for the Pacific Ocean test orbit for retrievals without and with absorption

by O2–O2 and H2Oliq included in the fit as specified by the legend in the top-right corner; case numbers 3

(black dashed) and 4 (red solid) refer to the cases listed in Table 4. Also plotted are the O3 SCD value from the

OMI ozone slant column product OMDOAO3 (magenta long-dash-dotted) and the O2–O2 SCD value from the

OMCLDO2 cloud product (blue short-dash-dotted).
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Figure 10. Retrieved values for the O3 SCD (top-left), the O2–

O2 SCD (bottom-left) and H2Oliq coefficient (bottom-right) as a

function of latitude for the Pacific Ocean test orbit for retrievals

without and with absorption by O2–O2 and H2Oliq included in the

fit as specified by the legend in the top-right corner; case numbers 3

(black dashed) and 4 (red solid) refer to the cases listed in Table 4.

Also plotted are the O3 SCD value from the OMI ozone slant col-

umn product OMDOAO3 (magenta long-dash-dotted) and the O2–

O2 SCD value from the OMCLDO2 cloud product (blue short-dash-

dotted).

tration. The graph makes a distinction between the ground

pixels in the latitude range 40◦ S to 40◦ N (red crosses) and

outside that range (green circles). Pixels at latitudes above

40◦ N have chlorophyll concentration > 0.3 mg m−3 and for

that reason low H2Oliq coefficients. Pixels at latitudes <

40◦ S at high solar zenith angle (above 70◦) have low H2Oliq

coefficients (below about 2 m) even though chlorophyll con-

centrations are low (< 0.2 mg m−3).

Figure 9 shows a global map of the H2Oliq coefficient re-

trieved from all OMI orbits of 1 July 2005. Open water ar-

eas are clearly visible on the map and land/sea boundaries

show up sharply in areas like the Mediterranean Sea, the

Gulf of Mexico, around Madagascar and the east coast of

South America. Along the west coasts of South America,

North America and Africa, for example, the H2Oliq coeffi-

cient is very low, consistent with high chlorophyll concentra-

tions there. Note that since the processing is not optimised for

the retrieval of the H2Oliq coefficient, it is not possible to say

how accurate the coefficient is, but overall its values appear

realistic. Positive H2Oliq fit coefficients over areas with little

or no liquid water absorption, such as over land or cloudy

scenes, are small.

The inclusion of the absorption of H2Oliq and the O2–O2

collision complex in the NO2 fit is justified since their ab-

sorption is known to affect the radiance I (λ) – unless their

inclusion would reduce the quality of the NO2 fit, which is

not the case. Figure 10 shows the effect of including O2–O2

and H2Oliq in the retrieved O3 SCDs. Without either of the

two additional absorbers, ozone slant columns are negative

Atmos. Meas. Tech., 8, 1685–1699, 2015 www.atmos-meas-tech.net/8/1685/2015/
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Figure 11. Differences of the NO2 SCD values of the new v2

OMNO2A fit results (i.e. the red line with circles in Fig. 6) with

QDOAS retrievals using different fit windows with a linear fitting

approach (filled symbols) and using a non-linear fitting approach in

the standard fit window (open circles) for the Pacific Ocean test or-

bit. The size of the steps along the vertical scale is the same as in

Fig. 4 to ease comparison of the SCD differences.

in the regions where absorption in open water is taking place.

Adding both absorbers brings the retrieved O3 SCD close to

the values given in the official OMI ozone SCD data prod-

uct OMDOAO3; the improvement is mostly due to including

H2Oliq absorption.

Including O2–O2 absorption but not H2Oliq absorption

does not result in realistic O3 SCD values. Furthermore, the

retrieved O2–O2 SCD values appear realistic compared to the

values given in the official OMI cloud data product OM-

CLDO2 if H2Oliq is included in the fit. Including O2–O2 ab-

sorption has a small effect on the retrieved H2Oliq coefficient

(bottom-right panel in Fig. 10).

In summary, (a) including liquid water absorption leads to

significant improvements in the NO2 retrieval fit for pixels

over clear open waters, without affecting other pixels, results

in physically meaningful H2Oliq and O3 absorption coeffi-

cients; and (b) simultaneously including O2–O2 absorption

results in realistic O2–O2 SCDs and improves the fit, espe-

cially if light paths are long.

5.3 Comparison between OMNO2A and QDOAS

Since the OMI, SCIAMACHY and GOME-2 spectral fits

have been done with different fitting approaches and fitting

windows (cf. Table 1), the sensitivity of the NO2 SCD to

the spectral fitting approach is studied here. Such estimates

are important for satellite intercomparisons and the gener-

ation of long-term seamless multi-sensor data records such

as the QA4ECV project. The flexible QDOAS package (ver-

sion 2.105, May 2013), which provides a linear fit approach

(cf. the details on DOAS fitting in Sect. S1 in the Supple-

ment), is used for this study with the v2014 reference spectra

on the OMI Pacific Ocean test orbit.

Figure 11 shows that the OMNO2A and QDOAS pro-

cessors, both applied in the 405–465 nm window, re-

sult in small differences in the NO2 SCDs of −0.2 to

+0.1× 1015 molec cm−2. The agreement between these two

is therefore quite good considering there are several differ-

ences between the processors: the fitting method differs, the

Ring effect is included differently and the wavelength cali-

bration of QDOAS differs from the OMNO2A wavelength

calibration.

QDOAS has the option to apply a non-linear intensity

fitting method instead of the linear optical density fitting

method Eq. (S4), similar to the OMNO2A non-linear fit-

ting method Eq. (1) but with the Ring effect treated as a

pseudo-absorber; cf. Eq. (S5). The red line with open circles

in Fig. 11 shows the difference between the results of this ap-

proach and the OMNO2A results, which appears to be larger

than the difference with the linear fitting method of QDOAS:

about −0.3× 1015 molec cm−2, almost independent of lati-

tude.

The SCIAMACHY and GOME-2 NO2 data are retrieved

in the fit window 425–450 nm, using a third-degree poly-

nomial. The difference between the OMI orbit processed

with QDOAS in this manner and the OMNO2A data is

shown by the blue line with squares in Fig. 11. At +0.2–

0.6× 1015 molec cm−2, the difference is clearly larger than

for the OMNO2A fit window.

In their study to improve the GOME-2 NO2 retrieval,

Richter et al. (2011) apply the extended fit window 425–

497 nm. The black line with triangles in Fig. 11 shows that

OMNO2A is higher by 0.4–0.9× 1015 molec cm−2 than ap-

plying a linear fit in this extended fit window.

The NO2 SCD differences in Fig. 11 show a clear latitudi-

nal variation around latitudes 20◦ S and 20◦ N – areas of the

Pacific Ocean where absorption in liquid water plays a role

(cf. Sect. 5.2) – for the three curves where QDOAS was used

in the linear fitting mode, while for QDOAS’s non-linear fit-

ting mode the differences with OMNO2A are nearly inde-

pendent of latitude. This may indicate that the linear fitting

method deals differently with the polynomial-like signature

of H2Oliq and/or O3 and/or O2–O2 absorption (cf. Fig. S6)

than the non-linear fitting method, which is possibly due to

interference of the reference spectra with the DOAS polyno-

mial (a few further remarks regarding this issue are given in

Sect. S6).

In summary, the selection of the fit window (and with that

the degree of the polynomial) and the fitting method deter-

mines the NO2 fit results, i.e. there is no “true” NO2 SCD

but at most a fit window and fit method specific slant col-

umn value. Judging from the curves in Fig. 11, the vari-

ability in the fit window and fit method selection introduces

differences in the retrieved NO2 SCD between −0.3 and

+0.6× 1015 molec cm−2 (i.e. up to 0.2× 1015 molec cm−2

in terms of the NO2 VCD). To better understand the “true”

www.atmos-meas-tech.net/8/1685/2015/ Atmos. Meas. Tech., 8, 1685–1699, 2015
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Fig. 12. Scatter plots of current data (case 0, top row) and absolute differences between the current and the up-

dated data (bottom row) of the RMS error (left column,×10−4) and NO2 SCD (right column,×1015 molec/cm2)

as function of the updated data (case 4) using the July 2005 average gridded data. Dashed blue lines show linear

fits through the data; the fit and correlation coefficients are shown in the top-left of each graph.
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Figure 12. Scatter plots of current data (case 0, top row) and ab-

solute differences between the current and the updated data (bot-

tom row) of the RMS error (left column, × 10−4) and NO2 SCD

(right column, × 1015 molec cm−2) as a function of the updated

data (case 4) using the July 2005 average gridded data. Dashed blue

lines show linear fits through the data; the fit and correlation coeffi-

cients are shown in the top-left of each graph.

NO2 SCD, a comparison with measurements that do not de-

pend on the DOAS technique is needed.

5.4 Reprocessed OMI NO2 data of 2005

All OMI NO2 slant column data of the year 2005 have been

reprocessed to evaluate the consistency of the proposed im-

provements. Figure 12 shows the current (case 0) data on

the top row and the difference between the current and up-

date data on the bottom row as a function of the updated

(case 4) data. The linear relationship between the NO2 SCD

of the current and updated retrieval in the top-right panel

shows an offset, reflecting the improved wavelength calibra-

tion. The slope of the linear fit is 1.04, which implies that

high NO2 SCD values will decrease more than low SCDs but

not by much. This suggests that the effect of the updated

retrieval settings on high (tropospheric) NO2 SCDs will be

small compared to the overall decrease of the NO2 values.

Figure 13 shows a map of the monthly average gridded

NO2 slant columns of the updated (case 4) data and the cor-

responding difference with the current (case 0) data for July

2005. The RMS error data for the same month are shown

in Fig. 14. Similar maps of the month of January 2005 are

shown in Sect. S7 in the Supplement. In some areas with

high NO2 levels related to pollution, the decrease of the NO2

slant column is relatively large, such as for the Highveld area

in South Africa in Fig. 13 for July. The average change in

the RMS error shown in the lower panel of Fig. 14 is about

0.33× 10−4. For clear-sky pixels only (not shown), the de-

crease of the RMS is much smaller, namely 0.14× 10−4 on

average, while for cloudy pixels (not shown) the decrease is

much larger: 0.80× 10−4 on average. Notably above clouds,

Fig. 13. Monthly average gridded updated (case 4; top panel) NO2 slant column data for July 2005 and the

corresponding difference with the current (case 0) data (lower panel).
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Figure 13. Monthly average gridded updated (case 4; top panel)

NO2 slant column data for July 2005 and the corresponding differ-

ence with the current (case 0) data (lower panel).

the quality of the fit is evidently improved by the changes

made to the OMNO2A retrieval.

Section S7 in the Supplement shows monthly average

maps for July 2005 similar to Figs. 13–14 of the results of

the other fit parameters.

6 Concluding remarks

The OMI NO2 slant column density retrieval, OMNO2A, lies

at the basis of the stratospheric and tropospheric NO2 verti-

cal column data products of OMI, notably the Dutch OMI

NO2 (DOMINO) and NASA SP data sets. This paper de-

scribes important updates for OMNO2A in order to improve

the quality of the OMI NO2 SCD data. The investigation was

triggered by the high bias in OMI stratospheric NO2 columns

w.r.t. other satellite sensors and ground-based measurements

as well as the need to investigate a number of other ele-

ments of the OMNO2A processor. The improvements for the

OMNO2A processor are

– implementation of the wavelength and viewing angle

dependency of the OMI slit function,

– optimisation of the wavelength calibration window

based on minimising RMS and NO2 errors,

– an update of the reference spectra of the trace gases in-

cluded in the spectral fit,

– inclusion of absorption by O2–O2 and H2Oliq to further

reduce the RMS error.
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Fig. 14. Monthly average gridded updated (case 4; top panel) RMS error data for July 2005 and the correspond-

ing difference with the current (case 0) data (lower panel).
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Figure 14. Monthly average gridded updated (case 4; top panel)

RMS error data for July 2005 and the corresponding difference with

the current (case 0) data (lower panel).

The updates of the wavelength calibration have the

effect of removing an additive offset in the NO2 SCD

of 0.85× 1015 molec cm−2 and reducing the RMS by

about 23 % on average. The updates of trace gas ref-

erence spectra and the improved use of the OMI slit

function for the convolution of these spectra lead to

a reduction of the NO2 SCD that depends on latitude,

mainly related to the inclusion of O2–O2 absorption,

varying from 0.2 to 0.6× 1015 molec cm−2 (on average

0.35× 1015 molec cm−2); the RMS is reduced by about 9 %

on average.

Absorption by the O2–O2 collision complex increases with

solar zenith angle due to increased light path length and is

therefore important at higher latitudes, and the resulting O2–

O2 SCDs have realistic values. Accounting for absorption by

liquid water (H2Oliq) is particularly important for pixels over

clear open waters with low chlorophyll concentrations and

results in marked improvements of the spectral fit and assures

that O3 SCDs in the fit window have physically realistic val-

ues. Inclusion does not deteriorate the spectral fit for other,

non-clear water pixels. The values found for the H2Oliq fit

coefficient are physically meaningful for the areas where ab-

sorption in liquid water is relevant.

NO2 SCD retrievals for other satellite and ground-based

instruments employ different spectral fit windows and use

different implementations of the DOAS technique, which

leads to small differences in the resulting SCD values.

A short investigation of this using the QDOAS software

(Danckaert et al., 2012) shows that the uncertainty in

NO2 SCD related to the choice of the fit window and fit

method may be as large as 0.3× 1015 molec cm−2.

The combination of improvements to the OMNO2A spec-

tral fit lead to an overall reduction of the NO2 SCD by about

1.2× 1015 molec cm−2, a reduction of the NO2 fitting error

by 0.2–0.3× 1015 molec cm−2 and a reduction of the RMS

by 24–35 %. The reduction of the SCD is largely an addi-

tive offset, implying that the improvements in OMNO2A will

probably affect stratospheric NO2 most and smaller effects

may be expected on tropospheric NO2.

Comparing the updated OMNO2A data with SCIA-

MACHY data over the Pacific Ocean shows that the dis-

crepancy between the two instruments is reduced from 1.2

to 0.8× 1015 molec cm−2. The remaining difference can be

explained largely by the difference expected due to the di-

urnal cycle of stratospheric NO2, which is higher by about

0.5× 1015 molec cm−2 at 13:40 LT (when OMI measures)

than at 09:30 (when SCIAMACHY measures), the differ-

ent choice of the fitting window and the low bias of SCIA-

MACHY relative to other instruments.

The updates to the OMNO2A retrieval systems are suf-

ficient to remove the bias between the stratospheric NO2

columns from OMI and those from other satellite and

ground-based instruments. A final test of this requires the

conversion of the retrieved SCD to the separate stratospheric

and tropospheric NO2 columns. This issue will be discussed

in a forthcoming study that describes improvements to the

data assimilation system of DOMINO, leading to a new

DOMINO v3.0 data set for the entire OMI period. The set-

tings of the updated OMNO2A processing will be the initial

configuration of the NO2 retrieval for TROPOMI for reasons

of consistency (van Geffen et al., 2014).

The Supplement related to this article is available online

at doi:10.5194/amt-8-1685-2015-supplement.
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Relying on high-resolution Fourier transform infrared (FTIR) spectra, the present work
involved extensive measurements of individual line intensities and self-broadening
coefficients for the ν7 band of 12C2H4. The measured self-broadening coefficients exhibit
a dependence on both J and Ka. Compared to the corresponding information available in
the latest edition of the HITRAN spectroscopic database, the measured line intensities
were found to be higher by about 10% for high J lines in the P branch and lower by about
5% for high J lines of the R branch, varying between these two limits roughly linearly with
the line positions. The impact of the presently measured line intensities on retrievals of
atmospheric ethylene in the 949.0–952.0 cm�1 microwindow was evaluated using a
subset of ground-based high-resolution FTIR solar spectra recorded at the Jungfraujoch
station. The use of HITRAN 2012 with line intensities modified to match the present
measurements led to a systematic reduction of the measured total columns of ethylene by
�4:170:1%.

& 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Ethylene (ethene, C2H4) is a tropospheric pollutant
affecting plants [1], mainly produced by automobiles and
in biomass fires [2,3]. In the atmosphere, photochemical
x: þ32 2 650 42 32.
wera).
(Belgium).
reactions of ethylene with molecular oxygen, nitrogen, the
hydroxyl radical, and ozone produce formaldehyde,
nitrous oxide and formic acid [4]. Ethylene is also present
as a by-product of methane photochemistry in the atmo-
sphere of outer solar system bodies, such as Jupiter and
Saturn [5,6], Neptune [7] and Titan [8].

Remote sensing of ethylene in the infrared range relies
on the 10 μm region. This spectral range corresponds to
the excitation of 7 modes of vibration of 12C2H4, 4 of which
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Table 1
Sample pressure P, absorption path length ℓ, maximum optical path
difference L (the corresponding spectral resolution is equal to 0:9=L) and
diameter d of the entrance aperture of the spectrometer. All the spectra
correspond to a temperature of 295(1) K.

# P (hPa) ℓ (cm) L (cm) d (mm)

S1 1.544 (24) 1.45 (2) 450 1.50
S2 4.643(36) 1.45 (2) 450 1.50
S3 9.868 (51) 1.45 (2) 450 1.50
S4 25.7 (5) 0.4322 (15)a 450 1.50
S5 51.5(5) 0.4322 (15)a 150 1.50
S6 101.4 (8) 0.4322 (15)a 150 2.50

The absolute uncertainties given for the sample pressure P are the square
root of the measurement uncertainty (estimated to be 0.5% of reading)
and the peak-to-peak variations during the recordings.

a The path length of spectra S4–S6 was included in the least
squares fit.
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being infrared active (see Fig. 1 of [9]). The corresponding
ν10, ν7, ν4 and ν12 bands are located near 826, 949, 1026
and 1442 cm�1, respectively [9]. Among these, the ν7 band
is the strongest, indeed used for remote sensing measure-
ments of ethylene. Spectral line parameters for the ν7 band
of 12C2H4, as well as for the weak ν10 and ν4 bands, were
included into the HITRAN database as of the 2000 edition
[10]. That information for the 10 μm range was later
extended with the addition of line parameters for the ν12
band [11,12]. No changes occurred for ethylene in the
latest edition of HITRAN [13].

The information available in HITRAN for the 10 μm
region of ethylene is the result of several efforts. The energy
levels structure associated with the 7 modes of vibration of
12C2H4 involved in this region has been extensively studied
(see [12,14,15] for reviews). The integrated intensity of the ν7
band (thus including the underlying ν4 band and R branch of
the ν10 band) has been measured several times [16–19],
while measurements of individual intensities have been
reported for only 32 lines of the ν7 band of 12C2H4, located
near the band origin between 940 and 970 cm�1 [20–25].
Blass et al. [24] mention a database of 510 assigned lines
with intensities retrieved from Fourier transform infrared
(FTIR) spectra and calibrated using 13 line intensities mea-
sured using a tunable diode laser spectrometer. To the best of
our knowledge, this database was however not published.
The line intensities available in HITRAN for the ν10, ν7 and ν4
bands of 12C2H4 were generated by matching calculated
relative intensities [26] to the intensities reported in [24].
Measurements of self-broadening coefficients have been
reported for the ν7 band [20,28] and one line of the ν10
band [29] of 12C2H4, as well as for a significant number of
lines of the ν7 band of 13C12CH4 [30]. In HITRAN [13], the self-
broadening coefficient of all the lines is set to a default value
of 0.09 cm�1 atm�1, except for the ν12 band for which it is
set to 0.125 cm�1 atm�1 [12].

Relying on high-resolution FTIR spectra, the present
work involved extensive measurements of individual line
intensities and self-broadening coefficients for the ν7 band
of 12C2H4. Discrepancies between the measured line inten-
sities and the corresponding information available in
HITRAN [13] were observed and modeled empirically. The
measured self-broadening coefficients exhibit a dependence
with J″ and K″

a, the quantum numbers respectively asso-
ciated with the total angular momentum of the molecule in
the lower level of the corresponding transition and its
projection on the principal axis of inertia a of the molecule,
which was also modeled empirically. Both of these results
were used to modify the spectroscopic information avail-
able in HITRAN. This work is described in Sections 2–4. The
impact of these modifications on retrievals of atmospheric
ethylene in the 949:0–952:0 cm�1 microwindow [2,3] was
then evaluated using a subset of ground-based high-resolu-
tion FTIR solar spectra recorded at the Jungfraujoch station.
This work is described in Section 5.
0.2
101010091008100710061005100410031002

Wavenumber /cm

Fig. 1. Fourier transform spectra of ethylene near the rQ6 branch of the ν7
band of 12C2H4, recorded at the lowest (black curve, S1 in Table 1) and
highest (gray curve, S6 in Table 1) pressures achieved in the present work.
2. Experimental details

Six unapodized absorption spectra of a commercial
sample of ethylene (Praxair, 99.95% stated purity, used
without further purification) were recorded with an
upgraded Bruker IFS120HR Fourier transform spectrometer
available in Brussels. The instrument was fitted with a Globar
source, a KBr beamsplitter, a low-pass optical filter with a
cut-off wavenumber at about 2000 cm�1 and a HgCdTe
detector. The spectra were recorded at room temperature
[295(1) K], stabilized by an air-conditioning system. The
sample pressure, absorption path length, maximum optical
path difference and diameter of the entrance aperture of the
spectrometer used are listed in Table 1. The sample pressure
was measured using two MKS Baratron gauges model 690A,
of 10 and 1000 Torr full scale range. All the spectra were
recorded using a 1.45(2) cm long stainless steel cell located
inside the evacuated spectrometer and closed with KBr
windows. To avoid saturation of the absorption features,
spectra S4–S6 were recorded with two 5-mm thick KBr
windows fitted into the cell to reduce the absorption path
length. The recorded spectra correspond to the average of
300–742 interferograms. They were corrected for the non-
linear response of the MCT detector, using the algorithm
implemented in the OPUS software provided by Bruker.
A portion of the spectra recorded at the lowest and highest
pressures is presented in Fig. 1.

The present effort being focused on measurements
of line intensities and self-broadening coefficients, only a



1.0

0.8

0.6

0.4

0.2

0.0

Tr
an

sm
itt

an
ce

1120108010401000960920880840

Wavenumber /cm

3

-3
3

-3
3

-3
3

-3
3

-3
3

-3

Fig. 2. Fourier transform spectrum of the 10 μm spectral region of
ethylene (S2 in Table 1, upper panel) and residuals of the simultaneous
fit of spectra S1–S6 in Table 1 (from the top to the bottom of the 6 lower
traces). The residuals displayed result from separate fits of 5 adjacent
regions (see text for details).
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relative calibration of the spectra was needed. As a
different diameter of the entrance aperture of the spectro-
meter was used for spectrum S6, it had to be calibrated
with respect to the other spectra. This was achieved by
matching to HITRAN [13] the positions of lines of residual
water vapor present in the evacuated spectrometer, mea-
sured between 1500 and 1800 cm�1.

3. Measurements

Line intensities and self-broadening coefficients were
measured using a multi-spectrum least squares fitting
algorithm, developed in Brussels [31]. The program adjusts
a synthetic spectrum to each of any number of observed
Fourier transform spectra, using a Levenberg–Marquardt
least-squares fitting procedure. Each synthetic spectrum,
interpolated 4 times with respect to the observed spec-
trum, is calculated as the convolution of a monochromatic
transmission spectrum with an instrument line shape
function, which includes the effects of the finite maximum
optical path difference and of the finite size of the entrance
aperture in the interferometer as fixed contributions [32].
In the present work, the background in each spectrumwas
represented by a polynomial expansion up to second
order, and the profile of the lines was modeled using a
Voigt function [33], with Gaussian width always held fixed
to the value calculated for the Doppler broadening. The
pressure-induced widths bL of the lines was assumed to be
proportional to the C2H4 pressure, with the proportionality
factor being identified by the parameter bL

0
(self) in

cm�1 atm�1. Self-shift was ignored.
The required initial line parameters were generated as

follows. The positions, intensities and assignments of lines
belonging to the 3 cold bands (ν10, ν7 and ν4) of 12C2H4

located in the studied range (830–1120 cm�1) were
obtained from an ongoing global analysis of the 10 μm
region [34] using the tensorial formalism developed in
Dijon for X2Y4 asymmetric-top molecules [35,36]. The self-
broadening coefficients of these lines were set to values
calculated according to

b0L ðselfÞ ¼ aþb J″ ð1Þ
where a¼0.1285(11) cm�1 atm�1 and b¼�6.42(81)�
10�4 cm�1 atm�1 [throughout the article, numbers between
parentheses are the statistical uncertainties (1σ)] were
determined by fitting the self-broadening coefficients
reported for 13C12CH4 by Flaud et al. [30] (neglecting the 5
coefficients lower than 0.09 cm�1 atm�1), with a standard
deviation of 8.3�10�3 cm�1 atm�1 (or 6.9% when
expressed relative to the calculated values). To account for
the hot bands, the positions and intensities of the corre-
sponding lines were measured in spectrum S3 (see Table 1)
using the program “WSpectra” [37], giving each line a Voigt
profile and including instrumental effects. Their self-
broadening coefficients were set to the constant value of
0.125 cm�1 atm�1, applied previously to the ν12 band [12]
and agreeing well with the reported values of Flaud et al.
[30]. The linelist thus constructed included 7547 lines in the
range between 830 and 1120 cm�1.

All 6 spectra of Table 1 were fitted simultaneously,
varying the positions and intensities of lines having an
intensity larger than 3.5�10�22 cm�1/(mol cm�2) at
295 K, as well as the self-broadening coefficients of lines
with intensity larger than 2.0�10�21 cm�1/(mol cm�2).
The measurements were carried out successively for 5
adjacent spectral regions, namely 830–891.5, 891.5–933.2,
933.2–962.5, 962.5–998 and 998–1120 cm�1, involved
from 1178 to 1921 simultaneously fitted parameters, and
led to overall standard deviations ranging from 2.4 to
3.3�10�3. The residuals obtained are presented in Fig. 2.

4. Results

Only considering the lines of the ν7 band of 12C2H4

found in the HITRAN database [13] for which both the
intensities and self-broadening coefficients were deter-
mined, the present work led to a total of 2�1221
measured parameters.

4.1. Line intensities

Fig. 3 displays ratios with data in HITRAN [13] of line
intensities measured in the present work and reported in
[20,22,24]. The line intensities reported in [25], corre-
sponding to ratios with HITRAN data ranging from 1.36
to 1.78, are not shown. The ratios presented in Fig. 3 show
that most of the discrepancies of the present line inten-
sities with HITRAN are in the range between about þ10
and �5%, varying roughly linearly with the line positions.
Note that the line intensities available in HITRAN for the
ν10, ν7 and ν4 bands of 12C2H4 are characterized by an
uncertainty of 5–10% (HITRAN error code¼5). We did
some test calculations to try and understand the possible
origin of such discrepancies, varying the relative signs and
values of the transition moments of the ν10, ν7 and ν12
bands (the transition moment of the ν4 band was set to



Fig. 3. Ratio with data in HITRAN [13] of line intensities measured in the present work for the ν7 band of 12C2H4 and reported by Brannon and Varanasi
[20], Reuter and Sirota [22] and Blass et al. [24]. The line intensities reported in [25] have ratios with HITRAN data ranging from 1.36 to 1.78 and are not
shown. The error bars represent the statistical uncertainty of measurement (1σ).

Table 2
Values of the parameters [numbers between parentheses are the statis-
tical uncertainties (1σ)] involved in Eqs. (2) and (3), determined by fitting
with a standard deviation of 0.018 the ratios with data in HITRAN [13] of
1221 line intensities measured in the present work.

Parameter Value

R0 1.0312 (9)
AF
7 �3.18 (11)�10�4

AJJðQÞ
7

2.05 (21)�10�5

AJJðPRÞ
7

2.36 (24)�10�5
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zero, as was done when the data in HITRAN were gener-
ated). These calculations indicated that the observed dis-
crepancies could result from the relative values of the
transition moments used at the time. The ongoing global
analysis of the 10 μm region [34] using the tensorial
formalism developed in Dijon for X2Y4 asymmetric-top
molecules [35,36] will hopefully clarify this. In the present
work, the observed evolution of the ratios R presented in
Fig. 3 was empirically modeled using the expression

R¼ R0FHW ð2Þ
where FHW is a Herman–Wallis factor. Its expression was
taken from Eq. (70) of [38] (only the terms involving
parameters relevant to the present work are given):

FHW ¼ f1þAF
7mFþAJJðQÞ

7 ½JðJþ1Þ�m2
J �þAJJðPRÞ

7 m2
J g

2 ð3Þ

where mJ ¼ � J″, 0 and J″þ1 for P-, Q- and R-branch lines,

JðJþ1Þ ¼ ½J0ðJ0 þ1Þþ J″ðJ″þ1Þ�=2, mF ¼ ðF 0 �F″Þ=2, F is the
rotational energy within a vibrational level [38], and
0 and ″ refer to the upper and lower levels of the transition.
The subscript “7” indicates that the parameters apply to
the ν7 band. Note that m2

J ¼ JðJþ1Þ for P and R branches
and mF is equal to half of the separation of the line from
the band center [38]. All the 1221 intensity ratios R of the
present work were fitted to Eqs. (2) and (3), with a
standard deviation of 0.018. The values of the parameters
involved are listed in Table 2 and the corresponding
residuals are presented in Fig. 4. Most of the larger
residuals are positive, and may result from some weak
lines underneath the measured ones.

4.2. Self-broadening coefficients

In this work, self-broadening coefficients were measured
for P-, Q- and R-branch lines of the ν7 band of 12C2H4,
corresponding to transitions with J″¼ 0–34. Fig. 5 compares
the present measurements with the self-broadening coeffi-
cients reported by Brannon and Varanasi [20] and Blanquet
et al. [28] using the Voigt profile. Although the agreement is
within the error bars stated in [28], the present measure-
ments tend to be systematically higher than reported in Ref.
[28]. The coefficients measured in the present work exhibit a
dependence on J″ and K″

a, similar to what was already
reported for example for CH3Br [39] or H2CO [40]. Following
these earlier work, the self-broadening coefficients measured
for lines corresponding to the same J″ were fitted to the
empirical expression (see Eq. (1) of [40]):

b0;JL ðselfÞ ¼ cJ0þcJ5K
″5
a ð4Þ

Note that a dependence on the fifth power of K″
a was found

to reproduce the observations better than the dependence on
K″2
a of Refs. [39,40]. As an example, Fig. 6 presents the results

of the fit of the self-broadening coefficients measured for P-,
Q- and R-branch lines with J″¼ 12. The corresponding
parameters thus determined for J″¼ 0–30 are listed in
Table 3 and presented in Fig. 7. A K″

a dependence of the
self-broadening coefficients was not observed for J″o4 and
J419; the corresponding c5

J
coefficients were therefore set

to zero. Fig. 7 and Table 3 show that c5
J
tends to zero at high

J″, similar to what was observed for the Ka
2
coefficient for



Fig. 4. Residuals of the fit of the ratios with data in HITRAN [13] of line intensities measured in the present work for the R and P (top) and Q (bottom)
branches of the ν7 band of 12C2H4. The error bars represent the statistical uncertainty of measurement (1σ).
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CH3Br [39] or H2CO [40]. The measured c0
J

coefficients
decrease monotonically with J″, and seem to tend towards
a constant value (if the less precise measurements at J″¼ 27,
29 and 30 are ignored). This rotational dependence, from
J″¼ 0 to 26, was fitted to the following empirical expression
(inspired from Eq. (5) of [41]):

cJ0 ¼ expfaþbJ″þcJ″2g ð5Þ
The parameters a¼ �1:993ð4Þ, b¼ �1:18ð6Þ � 10�2 and
c¼ 2:16ð24Þ � 10�4 were thus determined with a standard
deviation of 0.8%. The corresponding best-fit values of c0

J
are

also shown in Fig. 7. For J″426, c0
J
is assumed to be equal to

the value at J″¼ 26, i.e. 0.116 cm�1 atm�1.
Using Eqs. (2) and (3) together with the values of the

parameters involved therein and listed in Table 2, the line
intensities available in HITRAN [13] for the ν7 band of
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Table 3
Values of the parameters c0

J
and c5

J
involved in Eq. (4) (in cm�1 atm�1),

determined by fitting the self-broadening coefficients measured in the
present work for P-, Q- and R-branch lines having the same J″. Numbers
between parentheses are the statistical uncertainties (1σ). K″

aðmaxÞ is the
largest value of K″

a for which a self-broadening coefficient was measured;

no value is given when K″
aðmaxÞ ¼ J″. # is the number of coefficients

included in the fit and σJ is the corresponding standard deviation.

J″ K″
a ðmaxÞ c0

J
c5
J
/10�7 # σJ ð%Þ

0 0.1323 0 1
1 0.1355 (11) 0 6 1.9
2 0.1314 (6) 0 13 2.6
3 0.1312 (5) 0 21 2.3
4 0.1304 (5) �43 (12) 26 2.5
5 0.1293 (5) �19 (4) 33 2.7
6 0.1287 (4) �12.9 (11) 42 2.2
7 0.1273 (4) �6.5 (7) 48 2.4
8 0.1264 (4) �4.1 (3) 52 2.4
9 0.1250 (3) �2.6 (2) 57 2.1

10 0.1237 (3) �1.89 (12) 61 2.2
11 0.1228 (2) �1.19 (8) 68 1.9
12 0.1219 (2) �0.88 (6) 70 2.1
13 12 0.1211 (2) �0.62 (7) 73 2.1
14 12 0.1202 (3) �0.50 (8) 74 2.2
15 12 0.1191 (3) �0.39 (9) 77 2.3
16 12 0.1192 (4) �0.54 (15) 70 2.7
17 12 0.1188 (4) �0.50 (15) 68 3.0
18 12 0.1189 (5) �0.62 (23) 60 2.8
19 10 0.1176 (5) �0.61 (30) 60 2.6
20 10 0.1161 (6) 0 53 4.1
21 10 0.1177 (6) 0 48 3.8
22 10 0.1161 (10) 0 43 4.5
23 8 0.1154 (11) 0 27 5.1
24 6 0.1170 (7) 0 25 4.2
25 6 0.1167 (9) 0 14 3.8
26 6 0.1169 (12) 0 10 3.1
27 4 0.108 (3) 0 5 6.4
28 4 0.1174 (15) 0 5 3.7
29 2 0.097 (8) 0 2 19.
30 2 0.105 (4) 0 3 9.8
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was too small to be measured for J″o4 and J″Z20; the
corresponding values were therefore set to 0 (as indicated by the open
circles).
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12C2H4 were modified to match the present measure-
ments. In view of the residuals shown in Fig. 4, their
uncertainty was estimated to range from 2 to 5% (HITRAN
error code¼6). Similarly, the self-broadening coefficients
of all the transitions of 12C2H4 assigned in HITRAN (the
upper vibrational level and rotational levels of some lines
in the 3 μm region are not provided) were updated using
Eq. (4) with the parameters c0

J
given by Eq. (5) for

J″¼ 0–26 and equal to 0.116 cm�1 atm�1 above, and the
values of c5

J
listed in Table 3 [c5

J ¼0 cm�1 atm�1 was
assumed for J″430, and the calculated self-broadening
coefficient for K″

a4K″
a(max) and 13r J″r30 (see Table 3)
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was set to the value calculated for K″
aðmaxÞ]. In view of the

agreement with previous work [20,28] and comparison
between measured and calculated values, the updated
self-broadening coefficients are believed to have an uncer-
tainty in the range 5–10% (HITRAN error code¼5) when
they correspond to measurements (see Table 3). Other-
wise, the HITRAN error code was set to0.

5. Impact on ethylene retrievals from Jungfraujoch solar
spectra

The impact of the new line parameters on the C2H4

atmospheric retrievals has been evaluated using high-
resolution infrared solar spectra recorded at the Jungfrau-
joch station (Swiss Alps, 46.51N, 3580 m a.s.l.). The long-
term monitoring of the Earth's atmospheric composition is
performed at that site within the framework of the Net-
work for the Detection of Atmospheric Composition
Change (NDACC, see http://www.ndacc.org), using state-
of-the-art instruments, including Fourier Transform Infra-
Red spectrometers (FTIR, see e.g. [42]). The retrieval of
C2H4 from ground-based FTIR spectra is very challenging,
given its very weak absorptions for background conditions.
Frame A of Fig. 8 illustrates this, showing individual
absorptions for the target and main interfering species in
the 949.0–952.0 cm�1 microwindow, which encompasses
Fig. 8. (Frame A) Simulation of the main absorptions in the 949.0–952.0 cm�1

conditions. The solid black line is the synthetic spectrum representing the total
factor 10 for visibility purpose. (Frame B) Mean residuals (in %) compared to th
when fitting C2H4 with the new line parameters (in red). (For interpretation of
web version of this article.)
several lines of the ν7 band. The simulation has been
performed assuming mean vertical distributions produced
by the WACCM model (version 6, Whole Atmosphere
Community Climate Model, see [43]), for the Jungfraujoch
station under summer conditions and a solar zenith angle
(SZA) of 80.01. The main absorbers are CO2, N2O, and H2O,
the latter affecting the local continuum on the left-hand
side of the window for wet conditions. In comparison, the
C2H4 absorptions are very weak (even after multiplication
by a factor 10 for visibility purpose), with the prominent
feature near 949.3 cm�1, on the wing of a strong CO2 line.

About 7000 Jungfraujoch spectra covering the 1998–
2012 time period have been systematically fitted in the
949.0–952.0 cm�1 window, using the SFIT-2 (v3.91) retrie-
val algorithm (e.g. [44]), the HITRAN 2012 line-by-line
spectroscopic database [13], pseudoline parameters pro-
duced by G.C. Toon (NASA-JPL) from laboratory cross-
section spectra (e.g. for SF6; see e.g. [45]) and daily
pressure and temperature information from the NCEP
(National Centers for Environmental Prediction, Washing-
ton, DC; see http://www.ncep.noaa.gov). A priori vertical
profiles from WACCM v6 were adopted for all species,
except for water vapor which was pre-fitted in a first
dedicated run, using the method described in [46]. During
the iterative process, the vertical distributions of CO2, H2O,
N2O, O3, SF6 and COF2 were simply scaled while for C2H4, a
microwindow for a solar zenith angle (SZA) of 80:0○ and under summer
absorption. In this figure, the C2H4 absorptions have been multiplied by a
e observations when assuming no C2H4 in the atmosphere (in blue) and
the references to color in this figure caption, the reader is referred to the

http://www.ndacc.org
http://www.ncep.noaa.gov
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Tikhonov type L1 regularization [46] was used, with an
alpha parameter (i.e. the regularization strength) set at 50.

The Jungfraujoch time series for C2H4 show a clear
seasonal signal, with maximum total columns in winter
(close to 1.5�1014 mol cm�2) and minimum values in
summer (on average 0.7�1014 mol cm�2). For the com-
parisons, we selected the spectra with the largest C2H4

absorptions, keeping only the last two percentiles from the
retrieved column abundances of ethylene. This subset has
the following characteristics: (i) a minimal SZA of 71.11, (ii)
signal-to-noise ratios ranging from about 300 to 4000, (iii)
mean standard deviation fitting residuals of 0.077%, and
(iv) a mean total column of 8.34�1014 mol cm�2.

This subset has been refitted, using the new line para-
meters for ethylene derived in the present study. We noted a
systematic impact on the total columns which are reduced by
�4.170.1% (mean of 8.01�1014 mol cm�2), but no effect on
the fitting residuals when compared to the HITRAN 2012
subset. Frame B of Fig. 8 reproduces in red the mean fitting
residuals, as obtained when adopting the new line parameters
for ethylene. The blue curve shows the mean residuals when
assuming no C2H4 in the atmosphere, characterized by
differences of up to 1% with respect to the red curve.

6. Conclusion

Relying on high-resolution Fourier transform infrared
spectra, the present work involved extensive measurements
of individual line intensities and self-broadening coefficients
for the ν7 band of 12C2H4. Compared to the corresponding
information available in the latest edition of the HITRAN
spectroscopic database [13], the measured line intensities
were found to be higher by about 10% for high J lines in the P
branch and lower by about 5% for high J lines of the R branch,
varying between these two limits roughly linearly with the
line positions. Test calculations performed in this work
indicated that these discrepancies could result from the
relative values of the transition moments of the ν10, ν7 and
ν12 bands used when the information provided in HITRAN
was generated (the transition moment of the ν4 band was set
to zero). The measured self-broadening coefficients exhibit a
dependence on both J and Ka, which was fitted to empirical
expressions. The spectroscopic information for ethylene
available in HITRAN 2012 was modified to match the present
observations. The impact of these modifications on retrievals
of atmospheric ethylene was then evaluated via FTIR retrie-
vals in the 949.0–952.0 cm�1 microwindow, from a subset of
ground-based high-resolution FTIR solar spectra recorded at
the Jungfraujoch station. The new line intensities were found
to lead to a systematic reduction of the measured total
columns of ethylene by �4.170.1%, compared to the use
of HITRAN 2012.
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Abstract. Reunion Island (21◦ S, 55◦ E), situated in the In-
dian Ocean at about 800 km east of Madagascar, is appro-
priately located to monitor the outflow of biomass burn-
ing pollution from Southern Africa and Madagascar, in the
case of short-lived compounds, and from other Southern
Hemispheric landmasses such as South America, in the
case of longer-lived species. Ground-based Fourier trans-
form infrared (FTIR) solar absorption observations are sen-
sitive to a large number of biomass burning products. We
present in this work the FTIR retrieval strategies, suitable
for very humid sites such as Reunion Island, for hydrogen
cyanide (HCN), ethane (C2H6), acetylene (C2H2), methanol
(CH3OH), and formic acid (HCOOH). We provide their total
columns time-series obtained from the measurements during
August–October 2004, May–October 2007, and May 2009–
December 2010. We show that biomass burning explains
a large part of the observed seasonal and interannual vari-
ability of the chemical species. The correlations between
the daily mean total columns of each of the species and
those of CO, also measured with our FTIR spectrometer at
Reunion Island, are very good from August to November
(R ≥ 0.86). This allows us to derive, for that period, the
following enhancement ratios with respect to CO: 0.0047,
0.0078, 0.0020, 0.012, and 0.0046 for HCN, C2H6, C2H2,
CH3OH, and HCOOH, respectively. The HCN ground-based

data are compared to the chemical transport model GEOS-
Chem, while the data for the other species are compared to
the IMAGESv2 model. We show that using the HCN/CO ra-
tio derived from our measurements (0.0047) in GEOS-Chem
reduces the underestimation of the modeled HCN columns
compared with the FTIR measurements. The comparisons
between IMAGESv2 and the long-lived species C2H6 and
C2H2 indicate that the biomass burning emissions used in the
model (from the GFED3 inventory) are probably underesti-
mated in the late September–October period for all years of
measurements, and especially in 2004. The comparisons with
the short-lived species, CH3OH and HCOOH, with lifetimes
of around 5 days, suggest that the emission underestimation
in late September–October 2004, occurs more specifically in
the Southeastern Africa-Madagascar region. The very good
correlation of CH3OH and HCOOH with CO suggests that,
despite the dominance of the biogenic source of these com-
pounds on the global scale, biomass burning is their major
source at Reunion Island between August and November.

Published by Copernicus Publications on behalf of the European Geosciences Union.
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1 Introduction

Biomass burning is a major source for many atmospheric
pollutants released in the atmosphere (Crutzen and Andreae,
1990), especially in the Tropics with a dominant contribu-
tion of savanna fires (Andreae and Merlet, 2001; Akagi et
al., 2011). Reunion Island (21◦ S, 55◦ E), situated in the In-
dian Ocean at about 800 km east of Madagascar is appropri-
ately located to monitor the biomass burning pollution out-
flow from Madagascar (Vigouroux et al., 2009), Southern
Africa (Randriambelo et al., 2000), and even South Amer-
ica in the case of long-lived species such as CO (Duflot et
al., 2010). We have used ground-based FTIR measurements
from August to October 2004, May to October 2007, and
May 2009 to December 2010 to derive time-series of total
columns of five trace gases produced by vegetation fires: hy-
drogen cyanide (HCN), ethane (C2H6), acetylene (C2H2),
methanol (CH3OH), and formic acid (HCOOH). Consider-
ing their long lifetime, hydrogen cyanide (about 5 months
in the troposphere,Li et al., 2003), ethane (80 days,Xiao
et al., 2008) and acetylene (2 weeks,Xiao et al., 2007) are
well-known tracers for the transport of tropospheric pollu-
tion, and have already been measured by ground-based FTIR
technique at several locations in the Northern Hemisphere
(Mahieu et al., 1997; Rinsland et al., 1999; Zhao et al., 2002)
and in the Southern Hemisphere, namely in Lauder (New
Zealand) at 45◦ S (Rinsland et al., 2002), in Wollongong
(Australia) at 34◦ S (Rinsland et al., 2001), and in Darwin
(Australia) at 12◦ S (Paton-Walsh et al., 2010). Reunion Is-
land is the only FTIR site located sufficiently close to South-
ern Africa and Madagascar that it can monitor the outflow
of shorter-lived species emitted in these regions. Methanol
and formic acid are such shorter-lived species with global
lifetimes of 6 days (Stavrakou et al., 2011) and 3–4 days
(Paulot et al., 2011; Stavrakou et al., 2012), respectively. Al-
though these species are predominantly biogenic in a global
scale (Jacob et al., 2005; Millet et al., 2008; Stavrakou et
al., 2011; Paulot et al., 2011; Stavrakou et al., 2012), we
show that pyrogenic contributions are important during the
more intense biomass burning period at Reunion Island. Only
a few ground-based FTIR studies have focused on these two
species: methanol has been measured in Wollongong (Paton-
Walsh et al., 2008) and Kitt Peak, 32◦ N (Rinsland et al.,
2009), and formic acid mainly in the Northern Hemisphere
(Rinsland et al., 2004; Zander et al., 2010; Paulot et al.,
2011), but also in Wollongong (Paulot et al., 2011).

Because of its location, Reunion Island is very well situ-
ated to evaluate the emission and transport of various bio-
genic and pyrogenic species in chemical transport mod-
els. Previous comparisons of our FTIR measurements of
formaldehyde during the 2004 and 2007 campaigns with IM-
AGES model simulations (Müller and Brasseur, 1995) have
shown an overall good agreement, but also suggested that the
emissions of formaldehyde precursors at Madagascar might
be underestimated by the model (Vigouroux et al., 2009).

Our FTIR measurements of methanol and formic acid at Re-
union Island in 2009 were already used to validate an inverse
modeling approach of IASI data, which resulted in improved
global emission budgets for these species (Stavrakou et al.,
2011, 2012, respectively). AlsoPaulot et al.(2011) used our
total column data of formic acid for 2009 for comparison
with the GEOS-Chem model. However, in these three stud-
ies, the FTIR data were described only briefly. Therefore,
a complete description of these methanol and formic acid
data is given here, including the retrieval strategies and data
characterization. At the same time, we present the more re-
cently retrieved species HCN, C2H6, and C2H2. For all these
species except HCN, we show comparisons of their daily
mean total columns with corresponding IMAGES simula-
tions, for the individual campaigns from 2004 to December
2010. Because IMAGES does not calculate HCN, we com-
pare its daily mean total columns to GEOS-Chem simula-
tions, for the years 2004 and 2007.

To quantify the atmospheric impact of biomass burning in
the chemical transport models, the emission factors of the py-
rogenic species have to be implemented accurately. As these
emission factors depend not only on the species but also on
the type of fire and even on the specific conditions prevailing
at each fire event, many different values have been reported,
for various gases at various locations in the world. Compila-
tions of these numerous data are published regularly in order
to facilitate their use by the modeling community (Andreae
and Merlet, 2001; Akagi et al., 2011). A common way of
deriving an emission factor is the measurement of the emis-
sion ratio of the target species relative to a reference species,
which is often CO2 or CO. When the measurement occurs in
an aged plume, this same ratio is called “enhancement ratio”
by opposition to the emission ratio measured at the source of
the fire. These enhancement ratios can be used to interpret
the ongoing chemistry within the plume. Recently, there has
been an interest in deriving such enhancement ratios from
satellite data in the Northern Hemisphere (Rinsland et al.,
2007; Coheur et al., 2009) and in the Southern Hemisphere
(Rinsland et al., 2006; Dufour et al., 2006; Gonźalez Abad
et al., 2009), or both (Tereszchuk et al., 2011). For weakly
reactive species, the enhancement ratio should be similar to
the emission ratio, as long as the compound is not photo-
chemically produced from the degradation of other pyro-
genic NMVOCs. We use our FTIR measurements of CO total
columns at Reunion Island (Duflot et al., 2010) to show that
during the August–November period the correlation between
all the species and CO is very good (R ≥ 0.86), suggesting
that the common predominant source is biomass burning. We
can then derive enhancement ratios of HCN, C2H6, C2H2,
CH3OH, and HCOOH from the regression slope of their total
column abundance versus that of CO. Considering the rela-
tively long lifetime of these species (5 months to 4 days), we
can compare them to emission ratios found in the literature.

Section2 gives a description of the retrieval strategies op-
timized for each species, the main difficulties being the weak
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absorption signatures of the target gases, especially relative
to the strong interference with water vapour lines, in the very
humid site of Saint-Denis, Reunion Island. All species are
characterized by their averaging kernels and their error bud-
get. The seasonal and interannual variability of the species
is discussed in Sect.3. The correlation with CO and the en-
hancement ratios relative to CO are then given and compared
to literature values in Sect.4. Finally, we show and discuss
the model comparisons in Sect.5.

2 FTIR data: description and charaterization

2.1 Measurements campaigns

A Bruker 120M Fourier transform infrared (FTIR) spectrom-
eter has been deployed during three campaigns at Saint-
Denis in Reunion Island (21◦ S, 55◦ E, altitude 50 m), in Oc-
tober 2002, from August to October 2004, and from May to
November 2007, and for continuous observations starting in
May 2009. The total spectral domain covered by our FTIR
solar absorption measurements is 600 to 4500 cm−1 but, de-
pending on the species, specific bandpass filters and detectors
are used (seeSenten et al.(2008) for details). The spectrome-
ter was operated in an automatic and remotely controlled way
by use of BARCOS (Bruker Automation and Remote COn-
trol System) developed at BIRA-IASB (Neefs et al., 2007).
More detailed specifications of the 2002 and 2004 experi-
ments are given inSenten et al.(2008). The later experiments
are conducted in an almost identical way. In the present work,
we will focus on the 2004, 2007, and 2009–2010 time-series.

The volume mixing ratio profiles of target gases are re-
trieved from the shapes of their absorption lines, which are
pressure and temperature dependent. Daily pressure and tem-
perature profiles have been taken from the National Centers
for Environmental Prediction (NCEP). The observed absorp-
tion line shapes also depend on the instrument line shape
(ILS) which is therefore included in the forward model of
the retrieval code. In order to characterize the ILS and to ver-
ify the alignment of the instrument, a reference low-pressure
(2 hPa) HBr cell spectrum is recorded at local noon with the
sun as light source, whenever the meteorological conditions
allow so, but also each evening using a lamp as light source.
The software LINEFIT is used for the analysis of the cell
spectra, as described inHase et al.(1999). In this approach,
the complex modulation efficiencies are described by 40 pa-
rameters (20 for amplitude and 20 for phase orientation) at
equidistant optical path differences.

2.2 Retrieval strategies

The FTIR retrievals are performed using the algorithm SFIT2
(Rinsland et al., 1998), version 3.94, jointly developed at the
NASA Langley Research Center, the National Center for At-
mospheric Research (NCAR) and the National Institute of
Water and Atmosphere Research (NIWA). The spectral inver-

sion is based on a semi-empirical implementation of the Op-
timal Estimation Method (OEM) ofRodgers(2000), which
implies the use of an a priori information (a priori profiles
and regularization matrixR). The retrieved vertical profiles
are obtained by fitting one or more narrow spectral intervals
(microwindows).

2.2.1 Choice of microwindows and spectroscopic
databases

We have used, for all species except C2H6, the HITRAN
2008 spectroscopic line parameters (Rothman et al., 2009).
For C2H6, we used the pseudo-lines constructed by G. Toon
(personal communication, 2010, seehttp://mark4sun.jpl.
nasa.gov/pseudo.htmlfor details), based on the recent paper
of Harrison et al.(2010).

Table1 gives the list of microwindows used in this work.
All target species have weak absorptions in the infrared. It is
therefore important to choose the spectral microwindows in
order to minimize the impact of interfering species. The par-
ticular difficulty at Saint-Denis is the presence of very strong
absorption lines of water vapour in the spectra, in most spec-
tral regions. As can be seen in the table, it is impossible to se-
lect spectral regions without interferences of H2

16O and/or of
isotopologues. In the retrieval process, while a vertical profile
is fitted for the target species, a single scaling of their a priori
profile is done for the interfering species. For the interfer-
ing species having a small impact on the retrievals, a single
climatological a priori profile is used for all spectra. For the
other ones, such as water vapour, we performed beforehand
and independently profile retrievals in dedicated microwin-
dows for each spectrum. These individual retrieved profiles
were then used as the a priori profiles in the retrievals of the
target species; they are again fitted, but now with only one
scaling parameter.

For the retrieval of HCN, we followed the approach of
Paton-Walsh et al.(2010) perfectly adapted for humid sites
such as Saint-Denis. For humid sites (i.e., tropical sites at
low altitude), we do not recommend any of the commonly
used micro-windows sets comprising the 3287.248 cm−1

line (Mahieu et al., 1997; Rinsland et al., 1999; Notholt et
al., 2000; Rinsland et al., 2001, 2002; Zhao et al., 2002).
Preliminary retrievals of H216O, H2

18O and H2
17O were

made independently in the 3189.50–3190.45 cm−1, 3299.0–
3299.6 cm−1, and 3249.7–3250.3 cm−1 spectral intervals, re-
spectively. The H216O and H2

18O retrieval results are also
used as a priori profiles for the C2H2 retrievals.

For C2H6, the widely used (Mahieu et al., 1997; Notholt
et al., 2000; Rinsland et al., 2002; Zhao et al., 2002; Paton-
Walsh et al., 2010) microwindow around 2976.8 cm−1 has
been fitted together with one of the two other regions sug-
gested inMeier et al.(2004), around 2983.3 cm−1, in order to
increase the DOFS. We decided to skip the other one, around
2986.7 cm−1, also used inNotholt et al.(1997), because of
the very strong H216O line nearby. Independent beforehand

www.atmos-chem-phys.net/12/10367/2012/ Atmos. Chem. Phys., 12, 10367–10385, 2012
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Table 1. Microwindows (in cm−1) and interfering species used for
the retrievals of HCN, C2H6, C2H2, HCOOH, and CH3OH.

Target Microwindows Interfering species
gas (cm−1)

HCN 3268.05–3268.35 H2O, H2
18O, H2

17O
3331.40–3331.80 H2O, H2

17O, CO2, N2O
solar CO

C2H6 2976.66–2976.95 H2O, H2
18O, O3

2983.20–2983.55 H2O, H2
18O, O3

C2H2 3250.25–3251.11 H2O, H2
18O, solar CO

CH3OH 1029.00–1037.00 H2O, O3, 16O16O18O,
16O18O16O, 16O16O17O,
16O17O16O, CO2, NH3

HCOOH 1102.75–1106.40 HDO, H2O, H2
18O, H17

2 O,
O3, 16O16O18O, NH3
CCl2F2, CHF2Cl, CH4

retrievals of H2
16O were made in the 2924.10–2924.32 cm−1

microwindow. Because of the lower influence of H2
18O and

the difficulty of finding an isolated H218O line in this spectral
region, we simply used the individual retrieved H2

16O pro-
files also as the a priori for H218O. Ozone is a minor inter-
fering species here, we therefore used a single a priori profile
for all the spectra, calculated at Reunion Island (J. Hannigan,
NCAR, personal communication, 2010) from the Whole At-
mosphere Community Climate Model (WACCM1, version
5).

For C2H2, we have chosen the line at 3250.66 cm−1 fol-
lowing Notholt et al.(2000); Rinsland et al.(2002); Zhao et
al. (2002). The other lines suggested inMeier et al.(2004),
of which some are used inNotholt et al.(1997); Paton-Walsh
et al.(2010), have been tested but gave poorer results. For the
CO solar lines, we used the empirical line-by-line model of
Hase et al.(2006); the linelist was updated according toHase
et al.(2010).

For HCOOH, we used the Q-branch of theν6 mode, as
in other retrievals of satellite (Gonźalez Abad et al., 2009;
Razavi et al., 2011) or ground-based (Rinsland et al., 2004;
Zander et al., 2010) infrared measurements. The main dif-
ficulty is the HDO absorption overlapping the HCOOH
Q-branch. We have therefore performed preliminary re-
trievals of HDO in the 1208.49–1209.07 cm−1 microwin-
dow, for each spectrum. CHClF2 and CCl2F2 profiles were
also retrieved independently in the 828.62–829.35 cm−1 and
1160.2–1161.4 cm−1 spectral intervals, respectively. The O3
vertical profiles were also retrieved beforehand using the op-
timized strategy described inVigouroux et al.(2008) for

1http://www.cesm.ucar.edu/workinggroups/WACCM/

the same spectra (microwindow 1000–1005 cm−1). These
profiles are used as individual a priori profiles, in the re-
trieval of HCOOH, not only for O3 but also for its iso-
topologues. Finally, H216O was retrieved beforehand in the
834.6–836.6 cm−1 microwindow, and the resulting profiles
were used as a priori for all water vapour isotopologues (ex-
cept HDO). Unique a priori profiles were used for CH4 (from
WACCMv5) and NH3.

CH3OH has been studied in ground-based infrared mea-
surements only recently (Paton-Walsh et al., 2008; Rinsland
et al., 2009), with different choices of microwindows, both
around 10 µm. In the case of Saint-Denis, the best sensitivity
to CH3OH is obtained by using the Q-branch of theν8 mode
at about 1033 cm−1, as in Paton-Walsh et al.(2008). The
same H2O and O3 individual a priori profiles as for HCOOH
are used in the methanol retrievals. Unique a priori profiles
were used for CO2 (from WACCMv5) and NH3.

2.2.2 Choice of a priori profiles and regularization

The a priori profiles adopted in the FTIR retrievals of the
target species are shown in Fig.1.

The HCN a priori profile is the mean of the HCN pro-
files, calculated at Reunion Island (J. Hannigan, personal
communication, 2010) from WACCMv5 from 2004 to 2006.
The CH3OH a priori profile, from the ground to 12 km, is
a smoothed approximation of data composites of the air-
borne experiment PEM-Tropics-B (Raper et al., 2001), as
was done for HCHO inVigouroux et al.(2009): we used
the average concentration over the Southern tropical Pacific
(0 to 30◦ S; 160◦ E to 95◦ W) based on the data compos-
ites available athttp://acd.ucar.edu/∼emmons/DATACOMP/
camptable.htm, which provides an update of the database
described inEmmons et al.(2000). The HCOOH a priori pro-
file, from the ground to 7 km, has been constructed from the
data composites of the airborne experiment PEM-Tropics-A
(Hoell et al., 1999) also available at the previous link, and
from ACE-FTS satellite measurements above Reunion Island
for the 7–30 km range (González Abad, personal communi-
cation, 2010; seeGonźalez Abad et al., 2009). For C2H6,
from the ground to 12 km, we used the mean of PEM-
Tropics-B and PEM-Tropics-A measurements. For C2H2,
since the mean of PEM-Tropics-B and PEM-Tropics-A mea-
surements at 7 km was almost two times lower than the value
measured by ACE-FTS above Reunion Island (N. Allen, per-
sonal communication, 2010), we took the mean of both mea-
surement values at this altitude and used this same value
down to the ground; above, we used the ACE measurements
but scaled to the value at 7 km. For altitudes above which no
information was available, we have decreased the vmr values
smoothly to zero.

In the usual OEM, the constraint matrixR is the inverse
of the a priori covariance matrixSa. Ideally, Sa should ex-
press the natural variability of the target gas, and thus should
be as realistic as possible and evaluated from appropriate

Atmos. Chem. Phys., 12, 10367–10385, 2012 www.atmos-chem-phys.net/12/10367/2012/
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Fig. 1.A priori vertical profiles (red lines; Sect.2.2.2) and variabil-
ity used for smoothing error calculation (red dashed lines; Sect.2.3)
of the five retrieved species (in vmr, ppv). The HCN a priori pro-
file is given by the WACCM, v5 model. The a priori profiles of the
other species have been constructed using a combination of airborne
and ACE-FTS measurements (see text for details). The means (blue
lines) and standard deviations (blue dashed lines) of the retrieved
FTIR profiles over the whole dataset are also shown for compari-
son.

climatological data (Rodgers, 2000). However, for our target
species at Reunion Island, this information is poorly avail-
able and therefore we have opted for Tikhonov L1 regular-
ization (Tikhonov, 1963) as inVigouroux et al.(2009), i.e.,
the constraint matrix is defined asR = αLT

1 L1, with α the
regularization strength andL1 the first derivative operator.
For determining the strength of the constraint (α), we have
followed the method illustrated in Fig. 4 ofSteck(2002):
we have chosen, for each target species, the parameterα that
minimizes the total error (measurement noise+ smoothing
error).

The vertical information contained in the FTIR retrievals
are characterized by the averaging kernel matrixA and its
trace gives the degrees of freedom for signal (DOFS). We ob-
tain mean DOFS of about 1.50± 0.15 for HCN, 1.60± 0.19
for C2H6, and 1.05± 0.02 for C2H2, HCOOH and CH3OH.
We therefore use only total column results in our compar-
isons with the model. It is worth noticing that the total col-
umn results shown in this paper are representative of the
tropospheric columns of the species, since the cold-point
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Fig. 2. FTIR volume mixing ratio averaging kernels (ppv ppv−1)
of the five retrieved species. The total DOFS for each species is
given in the titles. Each line corresponds to the averaging kernel at
a given altitude, the retrievals being made with a 47 layers grid. We
have used the same color for the averaging kernels at altitudes lying
in a partial column for which we have about a DOFS of 0.5. The
partial columns boundaries are given in the legends.

tropopause lies around 17 km at Reunion Island (Sivakumar
et al., 2006) and the partial columns from the ground up to
17 km represent more than 98 % of the total column amounts
for all species, except HCN (91 %).

The means of the averaging kernels (rows ofA) for each
molecule are shown in Fig.2. As expected with DOFS close
to one (except for C2H6 and HCN), we can see that the av-
eraging kernels are not vertically resolved. For each species,
they all peak at about the same altitude (around 10 km for
C2H2; 5 km for HCOOH; and 3 km for CH3OH). For C2H6
and HCN, we obtain two maxima: at about 5 and 15 km, and
at about 13 and 21 km, respectively. Since we discuss total
column results, we also show in Fig.3 the total column aver-
aging kernel for each species.

2.3 FTIR error budget

The error budget is calculated following the formalism of
Rodgers (2000), and can be divided into three different error
sources: the smoothing error expressing the uncertainty due
to the limited vertical resolution of the retrieval, the forward
model parameters error, and the measurement noise error.

The smoothing error covariance is calculated as(I −

A)Svar(I−A)T , whereSvar is the best possible estimate of the
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Fig. 3. FTIR total column averaging kernels
(molec cm−2/molec cm−2) of the five retrieved species.

natural variability of the target molecule. For HCN, we use
the full covariance matrix constructed with the same mod-
eled profiles from WACCMv5 as for the HCN a priori profile.
The vertical resolution of the WACCMv5 model used in this
work is less than 1 km below 13 km, and less than 1 km below
30 km. The diagonal elements of the covariance matrix cor-
respond to a variability of about 30 % at the ground increas-
ing up to 40 % at 3 km, and then decreasing rapidly (24 %
at 10 km and 5 % at 20 km and above). The off-diagonal el-
ements correspond approximately to a Gaussian correlation
with a correlation length of 6 km. For the other species, the
diagonal elements ofSvar are estimated from the average ob-
served variability in 5◦ × 5◦ pixels during PEM-Tropics-B
and PEM-Tropics-A. The vertical resolution of these aircraft
data is 1 km. For C2H6 and C2H2, approximately constant
values of 15 % and 30 % are observed, respectively, at all al-
titudes up to 12 km. For HCOOH, the variability decreases
rapidly from 350 % at the surface to about 70 % at 2.5 km up
to 12 km. For CH3OH, the observed variability seems unre-
alistic (below 1 % at the surface up to only 2 % at 12 km), but
the number of measurements for this species is much smaller.
We have therefore decided to use a constant 15 % value as for
C2H6, since the standard deviations observed by our FTIR
measurements are similar for both species. For the latter four
species, the off-diagonal elements ofSvar are estimated us-
ing a Gaussian correlation between the layers, with a cor-
relation length of 4 km. Our smoothing error estimation is
based on our best current knowledge of the variability of the

Table 2. Mean error budget on individual total columns. The mean
standard deviations (SD) of daily means, for the days when the
number of measurements were equal or greater than three, are also
given. The total error includes the smoothing error.

Errors HCN C2H6 C2H2 CH3OH HCOOH
(in %)

Smoothing 9 2 3 0.3 7
Random 2 5 16 10 11
SD 3 6 14 8 15
Systematic 14 5 7 9 15
Total error 17 7 17 13 19

species, calculated here with respect to the vertical resolution
of WACCMv5 (for HCN) and of aircraft data (for the other
species), but it should be corrected once this knowledge will
be improved. We see from Fig.1, that the variability obtained
by our FTIR measurements (blue dashed lines) is larger than
the one we assumed for the smoothing error calculation, for
all species but especially for C2H2. So our smoothing error
budget given in Table2 might be underestimated.

All the details on the calculation of the measurement noise
error and the forward model parameters error can be found
in Vigouroux et al.(2009). The only difference concerns the
error due to interfering species: in the present work, theSb
matrix (covariance matrix of the vector of model pareme-
ters) has been constructed according to a constant (vs alti-
tude) variability of 10 % and a Gaussian correlation between
the layers with a 3 km correlation length.

The largest contributions to the model parameters random
error are due to the temperature, the interfering species and
the ILS uncertainties. The model parameters giving rise to
a systematic error are the spectroscopic parameters: the line
intensities and the pressure broadening coefficients of the ab-
sorption lines present in our micro-windows.

Table2 summarizes, for the total columns of each species,
the smoothing error, the total random and the total systematic
error budget. The dominant contribution to the random error
is, for each species, the random noise, except for methanol
for which the temperature error contribution is the largest.
We give also in Table2 the mean of the standard deviations
of each daily means for the days when the number of mea-
surements were equal or greater than three. As we do not ex-
pect our target species total columns to vary much during the
day, these standard deviation values give an estimation of the
random error made on an individual total column retrieval.
Indeed, the standard deviations are in good agreement with
the total random errors given in the table.
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3 FTIR time-series: seasonality and interannual
variability

The time-series of the FTIR daily means total columns of
HCN, C2H6, C2H2, CH3OH, and HCOOH are shown in
Fig.4 (blue circles). In addition, we show the CO time-series,
also measured with our FTIR spectrometer at Reunion Island
(seeDuflot et al.(2010) for details on the CO retrievals), be-
cause we discuss the correlation between CO and the five
target species in the next section. The number of measure-
ments within a day varies from 1 to 20, but with a median
value of only 2. The smoothing error is not included in the
error bars shown in Fig.4 since we will discuss in Sect.5 the
comparisons with the model data that have been smoothed
by the FTIR averaging kernels.

First, we observe maximum total column amounts in Octo-
ber for all species, as we already found for CO (Duflot et al.,
2010), and as was observed also for ozone from radiosound-
ings (Randriambelo et al., 2000) at Reunion Island. It has
been estimated that the biomass burning emission peak oc-
curs in September in the Southern Hemisphere as a whole
(Duncan et al., 2003). This is illustrated in Fig.5 (top panel),
where we show the CO emissions from the Global Fire Emis-
sion Database GFED2 and GFED3 for the whole Southern
Hemisphere. However, there are important seasonal differ-
ences between different regions, depending on the timing of
the dry season (Cooke et al., 1996). While the peak occurs
generally in September in Southern Africa, the east coast
(Mozambique) shows strong emissions also in October and
to a lesser extent in November (Duncan et al., 2003). At
Madagascar, the peak of the biomass burning emissions oc-
curs in October (Cooke et al., 1996; Randriambelo et al.,
1998). The latter two studies noted a peak fire displacement
from the west coast of Madagascar in August (savanna),
to the east coast in October (rain forest). The strong emis-
sions in the eastern part of Southern Africa and Madagas-
car explain the peak in October observed for the species
with a short lifetime (6 and 4 days for methanol and formic
acid, respectively), while for the long-lived species HCN and
C2H6 (5 and 2 months lifetime, respectively), the accumula-
tion due to the September peak in South America (Duncan et
al., 2003) and global Southern Africa also plays a role.

Concerning the interannual variability, the annual carbon
emission estimates over 1997–2009 (Table 7 ofvan der Werf
et al., 2010) show a high variability in South America (1-σ

standard deviation of 51 %), and a low variability in South-
ern Africa (1-σ = 10%). The interannual variability of CO
emissions in the Southern Hemisphere, shown in Fig.5 (top
panel), is therefore mainly due to the South American tropi-
cal forest fires. The low variability of Southern Africa emis-
sions is illustrated in Fig.5 (middle panel). Table 7 ofvan der
Werf et al.(2010), updated for the year 20102, shows annual

2at http://www.falw.vu/∼gwerf/GFED/GFED3/tables/
emisC absolute.txt

carbon emissions that are 9 % and 3 % above the 1997–2010
mean values for South America and Southern Africa, respec-
tively, in 2004; and 91 % above and 5 % below, respectively,
in 2007. In 2009, they are 70 % and 3 % below the 1997–
2010 mean values for South America and Southern Africa,
respectively; and in 2010, 125 % and 10 % above, respec-
tively. It has been shown that biomass burning from South
America yields an important contribution to the CO columns
above Reunion Island in 2007, especially in September and
October (Fig. 15 ofDuflot et al., 2010). Since ethane has
a similar lifetime as CO, and HCN an even longer one, one
expects to observe larger values of the two species amounts
in September and October 2007 compared to 2004 and 2009.
This is indeed the case, as can be observed in Fig.4: larger
values are obtained in October 2007 compared to October
2004, and in September 2007 compared to September 2009.
The lack of data in October 2009 does not allow conclusion
for this month. Larger values are observed in December 2010
compared to December 2009 for these two species. We can
therefore conclude that the interannual variability of biomass
burning emissions in the Southern Hemisphere is well ob-
served at Reunion Island in the C2H6 and HCN total column
amounts. However, if an interannual variability is indeed ob-
served, its amplitude is well below the variability observed
in the fire emission estimates in South America, suggesting
that the influence of South American fires is present but is
diluted at Reunion Island, possibly partly hidden by higher
contributions from nearer fires.

On the contrary, we do not observe significant interannual
differences for methanol and formic acid. Although biomass
burning emissions are only a small source of methanol and
formic acid, even in the Southern Hemisphere, when annual
means are concerned (Sect.5.1.2), they represent a signifi-
cant contribution in the August-October period. To illustrate
this, the model simulations obtained when the biomass burn-
ing contribution is removed is plotted for the two species
in Fig. 4 (black solid line when removed from the standard
run; red solid line from the optimized run using IASI data in
2009). Due to the short lifetime of these two species, biomass
burning emissions in South America have little influence on
the total columns above Reunion Island. The low interannual
variability observed in the FTIR total columns during this pe-
riod therefore reflects the low variability of the biogenic and
photochemical contributions to the total budget of these com-
pounds (see Sect.5.1.2) and the weak variability of biomass
burning emissions in Southern Africa (1-σ = 10% as seen
above). However, these two species are highly sensitive to
specific biomass burning events as shown by the presence
of many outliers in their time-series, especially in October.
To confirm that these extreme values are indeed related to
biomass burning events, we show the correlation between the
total columns of our target species and CO in the next sec-
tion.

www.atmos-chem-phys.net/12/10367/2012/ Atmos. Chem. Phys., 12, 10367–10385, 2012
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Fig. 4. Time-series of daily mean total columns at Reunion Island from: FTIR and GEOS-Chem HCN(a), FTIR and IMAGES C2H6 (b),
C2H2 (c), CH3OH (d), and HCOOH(e). We also show the time-series of CO fromDuflot et al.(2010), extended to 2009 and 2010(f). From
left to right, the columns cover the years 2004, 2007, 2009, and 2010. The FTIR data are represented by the blue filled circles, different
model simulations with the coloured lines (cyan and magenta for the standard runs of GEOS-Chem and IMAGEs, respectively; green and
red for the sensitivity tests: see Sect.5), and the model data smoothed with the FTIR averaging kernels with the open circles. For CH3OH
and HCOOH, the model simulations obtained when the biomass burning contribution is removed are shown in black for the standard run,
and in red for the inversion using IASI data. (BB: biomass burning; ER: emission ratio; EF: emission factor; Anthrop.: anthropogenic).
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Fig. 5. CO emissions (Tg month−1) from the GFED2 (in blue) and GFED3 (in red) inventories, for the southern Hemisphere (top panel),
Southern Africa (middle panel), and the region of Mozambique and Madascar (bottom panel). The contribution from forests (solid lines) and
savannas (dashed lines) are distinguished.

4 Correlation with CO and enhancement ratios

Figure6 shows the correlation plots between the daily mean
total columns of each of the five species discussed in this
paper and those of CO (Duflot et al., 2010). We see from
Fig. 6 that the correlation is very good (R ≥ 0.86) for all
species during the biomass burning period observed in Re-
union Island (August–November, see previous section). This
result indicates that CO and the five species share a common
emission source, most probably biomass burning, which is
responsible for most of their observed variability at Reunion
Island during this period. Although the oxidation of methane
and other organic compounds is a large source of CO, espe-
cially in the Tropics, its variability is low in comparison with
vegetation fires, as reflected by the high correlation between
CO and compounds such as HCN, C2H6 and C2H2, which
are not produced photochemically in the atmosphere. Simi-
larly, the biogenic source and the photochemical production
of CH3OH and HCOOH are unlikely to contribute signifi-
cantly to the high correlation with CO.

The vertical columns sampled at Reunion Island represent
a mix of airmasses with different ages since the time of emis-
sion. The highest columns are due to a predominance of fresh
emissions in the sampled airmasses, and therefore to back-
ward trajectories which were most often in the direct vicin-
ity of emission regions in the previous days. Lower column
values are more influenced by older emissions which might
therefore originate in more distant areas. Distant fires (from

e.g., South America) clearly cannot cause significant en-
hancements in CH3OH and HCOOH (due to their short life-
times). Their good correlation with CO confirms that those
distant fires have a probably smaller impact on the variability
of CO and other long-lived compounds than the nearby fires
in Southern Africa and Madagascar. From backward trajec-
tory simulations using FLEXPART,Duflot et al.(2010) con-
cluded that the biomass burning emission contribution to the
CO columns at Reunion Island from South America dom-
inates the contribution of the Africa-Madagascar region in
September–October 2007 (their Fig. 15). Our findings sug-
gest however that, as far as short-term variability is con-
cerned, Southern Africa and Madagascar fires have a major
contribution at Reunion Island. This does not exclude a con-
tribution of South American fires to the background levels of
the long-lived pyrogenic compounds in the Southern Hemi-
sphere, including Reunion Island, as suggested by the ob-
served interannual variability of HCN and C2H6 (Sect.3).
It is noteworthy that there are large uncertainties residing in
backward trajectory calculations, and also that the biomass
burning emission inventory used inDuflot et al. (2010)
(GFED2) could underestimate the emissions in the vicinity
of Reunion Island (Southeastern Africa-Madagascar). Sec-
tion 5 seems to confirm this conclusion.

We also evaluated the slope1X/1CO for the measure-
ments obtained during the August–November period for each
species X. If we assume that, during this period, the excess
total columns of X and CO are due to the biomass burning
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Fig. 6. Correlation plots of daily mean total columns of the five
retrieved species versus CO (molec cm−2). The correlation coef-
ficient (R) is given for the periods from January to June (blue),
and from August to November (red). For the latter period, the slope
(1X/1CO) and the intercept from a linear least-squares fit of the
data are also given.

events, then followingHornbrook et al.(2011) these slopes
represent the “normalized excess mixing ratios” (also called
the “enhancement ratios” as the plumes are far from the
emission sources, as opposed to the emission ratios at the
source, as defined inAndreae and Merlet, 2001). Given the
relatively low reactivity and therefore long lifetimes of the
species (from 5 months for HCN to 4 days for HCOOH), our
“enhancement ratios” can be compared to the emission ra-
tios (ER) obtained in previous studies. Indeed, from aircraft
measurements of biomass burning plumes ranging from re-
cent emissions to plumes aged of about one week, very little
difference was observed between the emission ratio obtained
at the source region and the enhancement ratios measured in
plumes aged for methanol (Hornbrook et al., 2011). Also, the
enhancement ratios of all our species measured by ACE-FTS
in plumes aged of 5–6 days are very similar (and equal within
the given standard deviations) to those obtained in plumes
aged of 1–2 days (Table 2 inTereszchuk et al., 2011).

Therefore, we compare in Table3, the enhancement ra-
tios obtained from our measurements between August and
November, to emission ratios obtained from aircraft mea-
surements of savanna fires in Southern Africa (Sinha et al.,

2003), and to emission ratios derived from the latest com-
pilation of emission factors (EF) byAkagi et al.(2011), for
savanna and tropical forest. FollowingAndreae and Merlet
(2001), we derive the “Akagi ER” from the equation:

ER(

X

CO
) =

EFX

EFCO

MWCO

MWX
,

where MWX and MWCO are the molecular weights of the
species X and the reference species CO in our case.

For the two long-lived species HCN and C2H6, our FTIR-
derived enhancement ratios agree well with the compila-
tion of Akagi et al.(2011), especially when the tropical for-
est values are considered. This could evidence for an in-
fluence of tropical forest fire emissions in South America
to the observed concentrations of these long-lived species.
But as noted previously and illustrated in Fig.5 (bottom
panel), the eastern part of Madagascar is also dominated by
tropical forest, and woodland fires are also widespread in
Mozambique/Zambia/Tanzania according to the GFED3 in-
ventory (van der Werf et al., 2010). Moreover, the uncertain-
ties on the emission factors given inAkagi et al.(2011) are
quite large (40–60 % for HCN and C2H6), so this very good
agreement should be interpreted with caution. For HCN,
our enhancement ratio agrees very well with the value of
0.0047± 0.0005 obtained byRinsland et al.(2002), using
the same FTIR technique for the period July–September, at
Lauder, New Zealand (45◦ S, 170◦ E). In the case of long-
lived tracers, the emission ratios derived from the dry season
measurements at Reunion Island reflect a mix of different
vegetation types in the Southern Hemisphere, with however
a strong influence of nearby regions (Madagascar and South-
eastern Africa) as suggested by the good correlation between
CH3OH and HCOOH with CO. This kind of mixed emis-
sion (enhancement) ratios can be useful for models which do
not include individual emission factors for different vegeta-
tion/fire types. This has been used in Sect.5.2.1 when we
compare FTIR HCN time-series with GEOS-Chem: replac-
ing the HCN/CO ratio with our 0.0047 value significantly
improved the agreement between data and model.

The enhancement ratio obtained for C2H2 (0.0020±

0.0001) does not agree withSinha et al.(2003) nor withAk-
agi et al.(2011), but considering the 41 % and 80 % uncer-
tainties in the emission factors given inAkagi et al.(2011)
for savanna and tropical forest, respectively, we are still in
the expected range of values. Indeed, one of the references
used byAkagi et al.(2011) in the evaluation of the average
emission factor for the tropical forest is the work ofFerek
et al. (1998), who obtain a value of 0.0024(±0.0004) from
19 airborne measurements in Brazil. AlsoPaton-Walsh et al.
(2010) obtain an emission ratio of 0.0024(±0.0003), from
FTIR measurements of Australian savanna fire products, thus
from a different vegetation type thanFerek et al.(1998). On
the other hand, we obtain different values thanPaton-Walsh
et al.(2010) for HCN and C2H6.
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Table 3. Enhancement ratios with respect to CO from this work. Also listed for comparison, the emission ratios with respect to CO from
aircraft measurements over savanna fires in Southern Africa (Sinha et al., 2003), and derived from emission factors given inAkagi et al.
(2011) (see text for details). The approximate tropospheric global lifetimes of each species are also given. The lifetime of CO is about 2
months (Xiao et al., 2007).

Species Global This work Akagi et al.(2011) Akagi et al.(2011) Sinha et al.(2003)
lifetime Tropical forest Savanna Savanna Southern Africa

HCN 5 months 0.0047± 0.0003 0.0047 0.0067 0.0085± 0.0029
C2H6 2 months 0.0078± 0.0002 0.0071 0.0098 0.0026± 0.0002
C2H2 2 weeks 0.0020± 0.0001 0.0051 0.0041 0.0043± 0.0013
CH3OH 6 days 0.0116± 0.0006 0.0229 0.0164 0.015± 0.003
HCOOH 4 days 0.0046± 0.0003 0.0052 0.0020 0.0059± 0.0022

We see that the agreement is very good between our work
and the measurements of savanna fires in Southern Africa
(Sinha et al., 2003) for the two species with a shorter lifetime,
formic acid and methanol. The agreement is also reasonable
with the values ofAkagi et al.(2011). Note that the HCOOH
outlier at about 17× 1015moleccm−2 (Fig. 6) has been re-
moved in the derivation of the enhancement ratio given in
Table3. This measurement is clearly seen in Fig.4 in 2004
and corresponds to a day (12 October) where very high val-
ues are also observed in other species (C2H6, C2H2, HCHO
in Vigouroux et al., 2009). The reason why this point is an
outlier in the correlation plot, in contrast with the correspond-
ing measurements for C2H6 and C2H2 is not clear at present,
and may originate from the type of fire on that specific day.
Trajectory calculations could possibly help to determine the
origin of the airmass and possibly the fire type responsible
for the observed enhancement.

However, the comparisons given in Table3 and discussed
above are only indicative, because we use all the measure-
ments within the August–November period to derive the cor-
relation plots, without making any distinction according to
the origin of the different airmasses, i.e. forest or savanna.
When the whole Southern Hemisphere is concerned, we see
from Fig. 5 (top panel) that the peak of the emissions is
dominated by the forest source. When considering Southern
African emissions, we see an important difference between
GFED2 and GFED3: the former includes almost no emission
from the forest source, while for the latter the forest source is
about as high as the savanna source (Fig.5, middle and bot-
tom panels). Trusting the GFED3 inventory, it is not possible
to know, without precise quantitative backward trajectories,
if our FTIR measurements are representative of forest or sa-
vanna emissions. Such backward trajectories analysis is be-
yond the scope of the paper. More insights will be obtained
after additional years of measurements, in order to improve
the statistics and to make a more quantitative study.

5 Comparisons with chemical transport models

5.1 Models description

5.1.1 HCN simulated in GEOS-Chem

GEOS-Chem (http://www.geos-chem.org/) is a global 3-D
chemical transport model driven by assimilated meteorologi-
cal fields from the Goddard Earth Observing System (GEOS-
5) of the NASA Global Modeling and Assimilation Office.
The HCN simulation in GEOS-Chem was first described by
Li et al. (2003). We use version v8-02-01 of the model, with
updates to the HCN simulation based onLi et al. (2009). We
employ the meteorological fields at a horizontal resolution
of 2× 2.5 degrees, degraded from their native resolution of
0.5× 0.67 degrees. The model has 47 vertical layers rang-
ing from the surface to 0.01 hPa. Biomass burning emissions,
the primary source of HCN, are specified based on monthly
mean biomass burning emissions of CO from the Global Fire
Emission Database v2 (GFED2), with an assumed HCN/CO
emission scale factor of 0.27 % (Li et al., 2003). Monthly
mean biofuel emissions of HCN are based on CO emissions
from Streets et al.(2003), following Li et al. (2009), with an
HCN/CO emission scale factor of 1.6 % (Li et al., 2003). The
global annual source of HCN simulated in the model between
2001 and 2008 varied between 0.56 and 0.77 TgNyr−1 (Li et
al., 2009). The main sink of HCN is ocean uptake, which is
estimated at 0.73 TgNyr−1 (Li et al., 2003). Loss of HCN
through reaction with OH in the atmosphere is captured us-
ing specified OH fields from a full-chemistry simulation of
the model (Li et al., 2009). To remove the influence of the ini-
tial conditions on the HCN fields presented here, we spun up
the model for two years, between 2002–2003, using an ear-
lier version of the meteorological fields, GEOS-4, that were
available for that period.

5.1.2 Organic compounds simulated in IMAGESv2

The IMAGESv2 global chemistry transport model is run
at a horizontal resolution of 2× 2.5 degrees and is dis-
cretized vertically in 40 levels from the surface to the lower
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stratosphere. A detailed description of the model can be
found inMüller and Brasseur(1995); Müller and Stavrakou
(2005); Stavrakou et al.(2009). Here we describe the atmo-
spheric budget of C2H6, C2H2, CH3OH and HCOOH as sim-
ulated by IMAGESv2.

Fossil fuel and biofuel NMVOC emissions are obtained
from the RETRO database (Schultz et al., 2008) for the year
2000 and are overwritten by the REAS inventory over Asia
(Ohara et al., 2007) for each corresponding year of simula-
tion. Vegetation fire emissions are obtained from the GFED3
inventory (van der Werf et al., 2010), through application
of updated (in 2007) emission factors (Andreae and Merlet,
2001). The large-scale fire emissions are distributed over six
layers from the surface to 6 km according toDentener et al.
(2006). Isoprene emissions are obtained from the MEGAN-
ECMWF inventory (Müller et al., 2008) and amount to 416,
423, 424 and 437 Tg annually on the global scale, in 2004,
2007, 2009, and 2010, respectively. Meteorological fields are
obtained from ECMWF ERA-Interim analyses.

About 70 % of the global source of C2H2 and C2H6, es-
timated at about 5 and 10 Tgyr−1, respectively, is due to
anthropogenic activities, the remainder to biomass burning
events. The emission factors for tropical forest, extratropi-
cal forest and savanna burning emissions are 0.402, 0.260
and 0.269 g of C2H2 per kg of dry matter, and 1.202, 0.733,
and 0.325 g of C2H6 per kg of dry matter, respectively. Both
gases are removed from the troposphere through oxidation
by OH. In the case of ethane, a small fraction of about
5 % is removed through reaction with chlorine radicals in
the lower stratosphere. The global lifetime is calculated at
about 2 weeks for C2H2 and 2 months for C2H6. The impact
of changing their biomass burning or anthropogenic emis-
sion sources is investigated through sensitivity studies (see
Sect.5.2.2).

Both methanol and formic acid have direct emissions
from anthropogenic activities, fires and vegetation, as well
as a secondary production source. The methanol source, in
the standard simulation with the IMAGESv2 model, is es-
timated at about 200 Tgyr−1 globally, and is mostly due to
the terrestrial vegetation (54 %), oceans (22 %), and pho-
tochemistry (16 %) (Millet et al., 2008; Stavrakou et al.,
2011). The global source of formic acid in the standard
run amounts to 36 Tgyr−1, of which two thirds is due
to secondary production (Paulot et al., 2011; Stavrakou et
al., 2012). The emission factors for tropical forest, extra-
tropical forest and savanna burning per kg of dry mat-
ter are, respectively, 1.984, 1.798, and 1.47 g of CH3OH,
and 1.13, 2.43 and 0.63 g of HCOOH. Methanol emitted
from vegetation is obtained from the MEGANv2.1 emis-
sion model (Stavrakou et al., 2011, http://accent.aero.jussieu.
fr/databasetable inventories.php), and direct emissions of
formic acid from plant leaves are taken fromLathière et al.
(2006). Methanol and formic acid are removed through OH
oxidation, and wet and dry deposition, and their global life-
times are estimated as about 6 and 4 days, respectively.

Table 4. Sources of C2H6, C2H2, CH3OH and HCOOH in the
Southern Hemisphere in Tg yr−1, as implemented in the stan-
dard simulation of the IMAGES model, for the different categories
(Categ.): anthropogenic (Anthr.), biomass burning (BB), biogenic
(Biog.), and photochemical (Phot.). The Southern Hemispheric
emission ratios (ER), from IMAGESv2, of the species relative to
CO are also given in mole/mole.

Species Categ. 2004 2007 2009 2010 ER

C2H6 Anthr. 1.48 1.49 1.50 1.50
BB 1.67 1.94 1.15 2.21 0.0085

C2H2 Anthr. 0.48 0.48 0.49 0.49
BB 0.77 0.86 0.55 0.95 0.0043
Anthr. 2.8 2.8 2.8 2.8

CH3OH BB 4.0 4.44 2.91 4.86 0.018
Biog. 66.3 65.9 66.2 67.8
Phot. 14.9 15.0 15.3 14.0
Anthr. 2.59 2.59 2.59 2.59

HCOOH BB 2.00 2.26 1.45 2.49 0.0065
Phot. 12.8 13.0 12.6 11.9

Two source inversion studies of CH3OH and HCOOH
emissions have been performed based on the IMAGESv2
model constrained by one complete year of satellite col-
umn measurements retrieved from the IASI sounder in 2009
(Razavi et al., 2011; Stavrakou et al., 2011, 2012). The global
optimized methanol source totals 187 Tg yr−1, close to the
a priori, but large decreases in the biogenic sources were in-
ferred over tropical forests of South America and Indone-
sia. Both biogenic and pyrogenic emissions were decreased
by the inversion over Central and Southern Africa compared
to the a priori inventories. Regarding HCOOH, a strong in-
crease is deduced from the inversion using IASI HCOOH
column data. It is found that 100–120 Tg of formic acid is
produced annually, i.e. two to three times more than esti-
mated from known sources (Stavrakou et al., 2012). The
source increase is attributed to biogenic sources, either due
to direct emission or to the oxidation of biogenic volatile or-
ganic compounds. The biomass burning source inferred from
the inversion remains close to the a priori. The results were
validated by extensive comparisons with (mostly ground-
based) HCOOH concentration measurements. The modeled
columns at Reunion Island before and after source inversion
are presented in Sect.5.2.3.

The Southern Hemispheric emissions of the discussed
compounds in the different years are given in Table4. Re-
garding biomass burning, the average emission ratios of these
species with respect to CO in the Southern Hemisphere are
also given in the table.

5.2 Comparisons of modeled and observed FTIR
columns

We show comparisons between FTIR total columns and
model total columnsc. Since the FTIR total column
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averaging kernelsa (Fig. 3) are not ideal (= 1 at all alti-
tudes), we degrade the model vertical profile to the FTIR ver-
tical resolution, in order to obtain the model “smoothed” to-
tal columncsmoothed, which represents what the FTIR would
measure if the model profile was the true state. We follow
Eq. (25) ofRodgers and Connor(2003):

csmoothed= ca+ a(pcmodel− pca), (1)

pcmodel and pca, being respectively the model and the
FTIR a priori vertical profiles expressed in partial columns
(molec cm−2) andca the FTIR a priori total column.

5.2.1 Hydrogen cyanide (HCN)

We show in Fig.4 the FTIR time-series of HCN daily mean
total columns measured at Reunion Island, together with,
for the years 2004 and 2007, the GEOS-Chem HCN total
columns, before and after the smoothing with the FTIR to-
tal column averaging kernel (Eq.1). We do not show, for
HCN, the model results for the years 2009 and 2010, be-
cause the fire database GFED3 (van der Werf et al., 2010)
was not implemented in v8-02-01 of GEOS-Chem and the
GFED2 currently used does not provide data after 2008.
The standard GEOS-Chem run underestimates the HCN to-
tal columns at Reunion Island during September–October.
As seen in Sect.5.1.1, the standard model uses a global
HCN/CO emission scale factor of 0.27 % for biomass burn-
ing emissions of HCN. As a sensitivity test, a simulation was
conducted with a biomass burning emission ratio HCN/CO in
the Southern Hemisphere equal to 0.47 %, i.e., the value de-
rived from our FTIR measurements (see Sect.4). The agree-
ment between the model and the FTIR data is greatly im-
proved, especially when comparing the model output before
smoothing it by the FTIR averaging kernels.

The agreement between the model and FTIR data is sup-
posed to be improved by the use of the FTIR averaging ker-
nels, whereas the opposite behaviour is observed here. This
can be understood by considering the shape of the HCN total
column averaging kernel (Fig.3), and the shape of the model
profile simulated during the biomass burning season given in
Fig. 7, which is very different from the FTIR a priori and re-
trieved profiles. The model profile shows a biomass burning
enhancement peak at about 4 km, while the peak is located
at 6–7 km in the FTIR data. Due to the low sensitivity of the
FTIR retrieval to altitudes below 5 km (Fig.3), the smoothed
model profile in the biomass burning season is strongly re-
duced below 5 km, and therefore also the total column. How-
ever, in May–July, the smoothed model total columns are
similar to the direct model total columns, in agreement with
the profile shapes shown in Fig.7. This implies that if an en-
hancement in HCN does occur below 5 km, our FTIR mea-
surements would underestimate it. The FTIR a priori pro-
file, taken from the model WACCMv5 (Sect.2.2.2), peaks at
a higher altitude, about 5–7 km.
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Fig. 7.Example of FTIR and GEOS-Chem HCN profiles (in Partial
Columns, molec cm−2) in June and October.

The difference between the WACCM and GEOS-Chem
models could reflect differences in the vertical transport in
the models.Ott et al.(2009) compared the convective trans-
port in a single column version of the GEOS-5 model with
that of a cloud-resolving model and found that GEOS-5 un-
derestimated the convective mass fluxes, which resulted in
weaker vertical transport.Liu et al. (2010) showed that, in
October 2004 and 2005, upward transport over Southern
Africa was weaker in GEOS-5 than in the previous version of
the GEOS model, GEOS-4. They also found that convective
transport over South America was weaker in GEOS-5 than in
GEOS-4 in October 2005.

However, based on the comparisons between the FTIR and
the model “smoothed” total columns, the model still under-
estimates HCN in October, both in 2004 and 2007, suggest-
ing an underestimation of the biomass burning emission in-
ventory (GFED2 in GEOS-Chem) during these months. This
seems to be confirmed by the same undersestimation of CO
from GEOS-Chem compared to FTIR data (Fig.4, lower
panel).

Table 5 provides mean differences between FTIR
and model “smoothed” total columns, mean(FTIR-
model)/mean(FTIR), and standard deviations (σ ), std(FTIR-
model)/mean(FTIR), in percentage, for the different species
and the different sensitivity tests, together with the cor-
relation coefficients (R). We see again that for HCN the
agreement is significantly improved using a corrected
HCN/CO emission ratio of 0.47 %, especially regarding
the σ and R values. Despite the positive values of the
annual mean differences seen in Table5, the bias is negative
outside the intense biomass burning period (−12± 7% and
−22± 7% for the standard and sensitivity runs, respec-
tively), and larger than the systematic error on the FTIR
columns (14.5 %) for the sensitivity case, suggesting that the
HCN emissions are overestimated in the model during the
January–July 2007 period.

5.2.2 Ethane (C2H6) and acetylene (C2H2)

The modeled time-series of C2H6 and C2H2 are compared
with the FTIR measurements in Fig.4. The interannual vari-
ability of the biomass burning emissions (from GFED3, see
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Table 5. Relative (%) mean differences (D) between FTIR and
model total columns, mean(FTIR-model)/mean(FTIR), and stan-
dard deviations (σ ), std(FTIR-model)/mean(FTIR) for the different
species and the different sensitivity tests, together with the correla-
tion coefficientsR. The model total columns have been smoothed
to the FTIR vertical resolution using Eq. (1).

Annual Jan–Jul Aug–Nov
D ± σ R D ± σ R D ± σ R

HCN
Standard 20± 32 0.77 −12± 7 0.20 27± 28 0.86
ER= 0.0047 7± 26 0.89 −22± 7 0.19 12± 24 0.89

C2H6
Standard 26± 20 0.85 28± 15 0.24 23± 21 0.80
BB EF doubled −12± 28 0.87 10± 15 0.34 −23± 22 0.83
Anthr. doubled −4± 22 0.81 −15± 16 0.19 −1± 22 0.77

C2H2
Standard 35± 45 0.62 23± 43 0.09 38± 40 0.48
BB EF doubled 0± 41 0.69 −2± 44 0.18 −1± 38 0.55
Anthrop. doubled 4± 50 0.46 −29± 49 0.01 15± 43 0.31

CH3OH
Standard all years 0± 37 0.17 −38± 23 0.30 15± 32 0.44
Standard 2009 1± 31 0.17 −30± 20 0.38 17± 25 0.70
Optimized 2009 5± 26 0.55 −15± 20 0.37 19± 23 0.64

HCOOH
Standard all years 58± 79 0.64 30± 42 0.23 64± 66 0.51
Standard 2009 53± 79 0.61 20± 30 0.16 66± 63 0.57
Optimized 2009 −34± 57 0.74 −74± 46 0.10 −18± 52 0.62

Table4) is reflected by lower model columns of C2H6 and
C2H2 in 2009, and higher columns in 2010.

Doubling the pyrogenic source, by doubling the C2H6
and C2H2 emission factors, is found to improve the over-
all agreement with FTIR data, as evidenced by the slightly
higher correlation coefficient in this case (Table5). But, the
Southern Hemispheric emission ratio C2H6/CO in the stan-
dard IMAGESv2 model (0.0085, Table4) is very close to
the FTIR derived value (0.0078), and the C2H2 emission ra-
tio is already larger (0.0043) than the FTIR value (0.002),
implying that the CO pyrogenic emissions are also underes-
timated in the GFED3 inventory used in IMAGESv2. This
is confirmed by the CO comparisons between IMAGESv2
and FTIR (Fig.4, bottom panel). Additional considerations
confirm that the emission factors are not the cause of the dis-
agreement. First, the standard deviation is higher with dou-
bled emission factors for C2H6. This is well explained by
examining the time-series of Fig.4: while the peak in Octo-
ber is well reproduced for C2H6 by this sensitivity run, the
model overestimates the C2H6 columns during August–mid-
September, and again in November 2010. The strong under-
estimation in late September–October of the standard run is
also observed in C2H2 and CO. Since the lifetime of C2H2
is only 12 days in the Tropics, this suggests that very high
biomass burning emissions occurred around late September–
October that are underestimated in the GFED3 inventory.

Finally, the simulation using doubled anthropogenic emis-
sions of C2H6 and C2H2 overestimates the observations dur-
ing the January-July period and leads to a weaker correlation
with the data. However, if the underestimation of biomass
burning emissions occurs indeed mainly in late September–
October, Table5 and Fig.4 during January–July suggest an
underestimation of anthropogenic emissions, even if it is well
below the factor of two that has been simulated.

5.2.3 Methanol (CH3OH) and formic acid (HCOOH)

The modeled time-series of CH3OH and HCOOH are shown
in Fig. 4. As expected by the lower contribution of biomass
burning emissions compared to the biogenic and photochem-
ical sources (Table4), the interannual variability of methanol
and formic acid is smaller than for C2H6 and C2H2. But still,
the modeled values in late September–October are higher (by
about 30 % in the case of methanol) in 2010 than in 2009, re-
flecting the interannual variability of biomass burning emis-
sions. The similar modeled values in 2004 and 2007 are ex-
plained by the fact that the more intense biomass burning
season in 2007 occurred only in South America, with little
impact on the relatively short-lived compounds considered
here, while the 2010 year shows enhanced biomass burn-
ing emissions also in Southern Africa (van der Werf et al.,
2010, and Sect.3). In contrast to the model, the FTIR data
show enhanced values in 2004, not only for C2H6 and C2H2,
but also for CH3OH and HCOOH. This leads to the con-
clusion that the underestimation of biomass burning emis-
sions in September–October 2004, occurs more specifically
in the Southeastern Africa-Madagascar region. As in the
case of C2H2 and C2H6, the underestimation of the mod-
eled CH3OH and HCOOH during the fire season can not be
due to the emission factors used in the model, since the ra-
tios CH3OH/CO and HCOOH/CO have slightly larger values
in IMAGESv2 (0.018 and 0.0065, respectively) than in the
FTIR observations (0.012 and 0.0056, respectively). From
Fig. 4, we see that the standard model IMAGESv2 simulates
better the CH3OH and HCOOH columns in October 2010
compared to 2009, as a consequence of the higher emissions
in 2010 in Southern Africa and Madagascar. The fact that
the observed CH3OH and HCOOH columns were roughly as
high in 2009 as in 2010 suggests that the biomass burning
emissions in Southern Africa-Madagascar should be compa-
rable for both years, if indeed biomass burning is responsi-
ble for the high columns observed for these two species dur-
ing the dry season. The possible underestimation of GFED3
emissions in 2009 could unfortunately not be confirmed by
comparisons with the other species, because of the lack of
FTIR measurements during that period in the required spec-
tral ranges.

The standard model overestimates the observed CH3OH
columns during the January-July period by about 40 %.
The optimization of methanol sources using IASI data over
the continents inferred a reduction of biogenic emissions
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(Stavrakou et al., 2011), leading to some improvement in
the modeled seasonal cycle in comparison with FTIR data
in 2009, with a reduction of the negative bias observed in
the January–July period (Table5). Still, the IASI-derived
emissions appear too low during the fire season. Monthly
means comparisons between IASI at Reunion Island and our
FTIR data are shown in Fig. 11 ofStavrakou et al.(2011).
Considering the large error bars of IASI, the datasets are in
agreement, but the amplitude of the seasonal cycle in IASI
is lower than in the FTIR data, and the value for October is
15–20 % lower in IASI. The model overestimation between
January and July/August is stronger in 2010 than in 2007
and 2009, for unknown reasons. It could be due to an overes-
timation of biogenic sources, but also possibly to a misrepre-
sentation of the ocean–atmosphere exchanges in the model.
The magnitude and even the sign of this exchange is de-
termined by methanol concentrations in ocean water which
are not well constrained. This ocean–atmosphere exchange
could not be constrained by the inversion using IASI data,
because oceanic IASI data were excluded from the inver-
sion, due to large uncertainties (low signal-to-noise ratio,
low thermal contrast). Note however that the overestimation
of CH3OH concentrations by the model in the January–July
period is at odds with comparisons of IMAGESv2 with air-
craft data in the South Tropical Pacific in Mach–April 1999
(PEM-Tropics-B campaign, Stavrakou et al., 2011), which
suggested the existence of a significant ocean source at these
latitudes.

Concerning formic acid, underestimated pyrogenic and
biogenic emissions in the model are likely responsible for
the general model underestimation of the FTIR columns. As
shown in Fig.4, the use of continental 2009 IASI column
data to constrain the model in a source inversion scheme
using IMAGESv2 (Stavrakou et al., 2012) brings the sim-
ulated columns closer to the FTIR data during the dry sea-
son and increases the correlation (Table5). This column en-
hancement is realized primarily through the introduction of
a large source due to the photochemical degradation of bio-
genic NMVOCs. The inversion also increases the biomass
burning source in Southeastern Africa, but this appears to
have little influence on the simulated HCOOH columns at
Reunion Island (Fig.4: the red solid line shows the inversion
results without the biomass burning source). The fact that
biomass burning plays only a minor role in the inversion is
a consequence of the dominance of biogenic/photochemical
sources over the continental Tropics. The inversion is driven
by elevated IASI HCOOH columns over widespread ar-
eas in Southern Africa, in regions (e.g., Congo/Angola, see
Fig. (S2) inStavrakou et al., 2012) where biomass burning
emissions are small in September and October.

During the January–July period, however, the inversion
leads to a significant overestimation of HCOOH columns, for
reasons yet unclear. It appears possible that the model overes-
timates the transport, or underestimates the sink of HCOOH
from biogenic emission areas to Reunion Island. Model

transport is especially sensitive to fire injection heights,
boundary layer mixing, deep convection and horizontal ad-
vection, which all have significant (but difficult to quantify)
uncertainties. It is worth noting that models have in partic-
ular difficulties in reproducing the HCOOH vertical profiles
in the upper troposphere, where the modeled mixing ratios
are often overestimated (Paulot et al., 2011; Stavrakou et al.,
2012), with possibly important consequences for long-range
transport, since horizontal winds are usually stronger at those
higher altitudes. These issues require further investigation.

Note that the apparent model underestimation of the role
of biomass burning as the main driver for HCOOH and
CH3OH variability at Reunion Island does not imply that
the global impact of biomass burning on the budget of those
species is underestimated by the model. In fact, the enhance-
ment ratios obtained within this study confirm previous esti-
mations and lead to global pyrogenic emission estimates of
the order of 5 Tg CH3OH and 3 Tg HCOOH yr−1, to be com-
pared with total source estimates exceeding 100 Tgyr−1 for
both compounds.

Finally, Paulot et al.(2011) has shown that a good agree-
ment between the HCOOH columns modeled by GEOS-
Chem and the FTIR measurements at Reunion Island can be
obtained by assuming that the oxidation of organic aerosol
generates a diffuse source of formic acid associated with
aerosol aging. Since organic aerosols come primarily from
biomass burning in the South Hemisphere, this study con-
firms our finding, based on our very good correlation be-
tween HCOOH and CO, that biomass burning is a dominant
source of HCOOH at Reunion Island during the August–
November period.

6 Conclusions

We have performed FTIR measurements and retrieval analy-
ses of five important biomass burning products (HCN, C2H6,
C2H2, CH3OH, and HCOOH) at Reunion Island. The time-
series obtained during three measurement campaigns allow
the determination of both the seasonality and interannual
variability of each species. The influence of biomass burn-
ing in the total columns of the target species is clearly ob-
served and, in particular, the correlation with the CO FTIR
total columns is very high (R ≥ 0.86) during the peak of the
biomass burning season (August–November). From the cor-
relation plots of the target species versus CO, we have de-
rived enhancement ratios, which are in agreement with pre-
vious values reported in the literature: we obtain 0.0047,
0.0078, 0.0020, 0.012, and 0.0046 for HCN, C2H6, C2H2,
CH3OH, and HCOOH, respectively.
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The HCN ground-based data have been compared to
the chemical transport model GEOS-Chem, while the other
species have been compared to the IMAGESv2 model. We
show that using our derived HCN/CO ratio of 0.0047, instead
of the 0.0027 value used in the standard GEOS-Chem sim-
ulations, improves the agreement between GEOS-Chem and
FTIR data. The comparisons between the FTIR HCN total
columns and the total columns obtained when the model is
“smoothed” with the FTIR averaging kernels suggest an un-
derestimation of the biomass burning emissions in the inven-
tory used in the model (GFED2) in October. This seems to be
confirmed by the higher underestimation of CO from GEOS-
Chem compared to FTIR during October. We have seen also
that an underestimation could result from the lower altitude
(4 km) of the peak of HCN simulated in GEOS-Chem com-
pared to the one of the a priori profile used for the FTIR re-
trievals (6–7 km), which comes from the WACCMv5 model.
It suggests that the altitude of the biomass burning outflow
over Southern Africa may be too low in the GEOS-Chem
model. This should be investigated in the future.

The comparisons between IMAGESv2 and FTIR for the
long-lived species C2H6 and C2H2 lead to the conclusion that
the biomass burning emission inventory (GFED3) is prob-
ably underestimated in the late September–October period
for all years of measurements, and particularly in 2004. The
comparisons with CH3OH and HCOOH, having a lifetime
of 6 and 4 days, respectively, show that the underestimation
in late September–October 2004, occurs more specifically in
the Southeastern Africa-Madagascar region. Note that this
result confirms also the underestimation of GFED2 emis-
sions, since the emissions in GFED2 are even lower than in
GFED3, especially in this region (Fig.5). The CH3OH IASI-
derived emissions remain too low during the fire season, sug-
gesting that IASI may underestimate CH3OH in this period
in the Southeastern Africa-Madagascar region. The standard
model overestimates the observed CH3OH columns during
the January-July period by about 40 %, and still by 15 % af-
ter the inversion using IASI data, possibly due to an overesti-
mation of biogenic sources and/or a misrepresentation of the
ocean-atmosphere exchanges in the model.

Although the IMAGESv2 optimization of HCOOH
sources using IASI data greatly improves the agreement with
FTIR data during the fire season, the model strongly overes-
timates HCOOH during the January–July period after inver-
sion. However, this better agreement is achieved with only
a minor contribution from biomass burning, the dominant
one being the introduction of a large source due to the pho-
tochemical degradation of biogenic NMVOCs. This specific
result at Reunion Island is not in agreement with our finding,
based on our very good correlation between HCOOH and
CO, that biomass burning is a dominant source of HCOOH at
Reunion Island during the August–November period. How-
ever, our finding is consistent with the study ofPaulot et al.
(2011), who have shown that a good agreement between the
HCOOH columns modeled by GEOS-Chem and the FTIR

measurements at Reunion Island can be achieved by assum-
ing that organic aerosol oxidation generates a diffuse source
of formic acid.

We have demonstrated that Reunion Island, close to Africa
and Madagascar, is very well located to assess the ability of
the chemical transport models to reproduce the biogenic and
biomass burning emissions of various species and to evaluate
model input parameters such as emission factors and biomass
burning emission inventories.
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Abstract. Ground-based Fourier transform infrared (FTIR)

measurements of solar absorption spectra can provide ozone

total columns with a precision of 2 % but also indepen-

dent partial column amounts in about four vertical layers,

one in the troposphere and three in the stratosphere up to

about 45 km, with a precision of 5–6 %. We use eight of

the Network for the Detection of Atmospheric Composition

Change (NDACC) stations having a long-term time series

of FTIR ozone measurements to study the total and vertical

ozone trends and variability, namely, Ny-Ålesund (79◦ N),

Thule (77◦ N), Kiruna (68◦ N), Harestua (60◦ N), Jungfrau-

joch (47◦ N), Izaña (28◦ N), Wollongong (34◦ S) and Lauder

(45◦ S). The length of the FTIR time series varies by station

but is typically from about 1995 to present. We applied to the

monthly means of the ozone total and four partial columns

a stepwise multiple regression model including the follow-

ing proxies: solar cycle, quasi-biennial oscillation (QBO),

El Niño–Southern Oscillation (ENSO), Arctic and Antarctic

Oscillation (AO/AAO), tropopause pressure (TP), equivalent

latitude (EL), Eliassen–Palm flux (EPF), and volume of polar

stratospheric clouds (VPSC).

At the Arctic stations, the trends are found mostly negative

in the troposphere and lower stratosphere, very mixed in the

middle stratosphere, positive in the upper stratosphere due to

a large increase in the 1995–2003 period, and non-significant

when considering the total columns. The trends for mid-

latitude and subtropical stations are all non-significant, ex-

cept at Lauder in the troposphere and upper stratosphere and

at Wollongong for the total columns and the lower and mid-

dle stratospheric columns where they are found positive. At

Jungfraujoch, the upper stratospheric trend is close to sig-

nificance (+0.9±1.0 %decade−1). Therefore, some signs of

the onset of ozone mid-latitude recovery are observed only

in the Southern Hemisphere, while a few more years seem to

be needed to observe it at the northern mid-latitude station.

1 Introduction

While the past negative trend in the ozone layer has been

successfully attributed to the increase of ozone depleting sub-

stances and reproduced by chemistry–climate models, under-
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standing and predicting the current and future ozone layer,

and especially attributing an ozone recovery to the posi-

tive effect of the Montreal Protocol and its Amendments

and Adjustments, is still a challenge. This results from natu-

ral variability, observation uncertainties, and changes in dy-

namics and temperature induced by the increase of green-

house gases (WMO, 2010). Long-term measurements of to-

tal and vertical ozone are required to understand the ozone

response to different natural and anthropogenic forcings.

Since the long-term satellite experiments ceased to operate

(i.e., SAGE, HALOE), the satellite community is working

on merging the past records to the new measurements per-

formed by a number of satellite instruments launched since

2000 (e.g., Bodeker et al., 2013; Kyrölä et al., 2013; Sioris

et al., 2014; Chehade et al., 2014). Reliable data from stable

instruments are needed to validate these satellite-extended

data sets, and to offer an alternative determination of ozone

total and vertical changes. Ground-based (Dobson, Umkehr)

and ozonesonde data are traditionally used for these stud-

ies, already reporting trends in the 1985 ozone report (WMO,

1985) and followed in 1998 by lidar and microwave measure-

ments (WMO, 1998). Ground-based FTIR (Fourier trans-

form infrared) measurements derived from high-resolution

solar absorption spectra provide an additional ozone data set;

they were first used for trend studies in Vigouroux et al.

(2008) with 10 years of data (1995–2004) at several Euro-

pean stations and then were updated in the WMO (2010) re-

port. Additional similar studies have been performed at indi-

vidual stations (Mikuteit, 2008; García et al., 2012). These

measurements have their own advantages. First, for atmo-

spheric gases such as ozone, which have very narrow absorp-

tion lines, the ozone absorption signatures are self-calibrated

with the reference being the surrounding continuum. There-

fore, the derived absolute ozone columns depend mainly on

the employed spectroscopic parameters which dominate the

systematic uncertainty budget. Second, they can provide not

only ozone total columns with a precision of 2 %, but also

low vertical resolution profiles, obtained from the tempera-

ture and pressure dependence of the absorption line shapes.

This leads to about four independent partial columns, one

in the troposphere and three in the stratosphere up to about

45 km, with a precision of about 5–6 %. The instrumental line

shape (ILS), which depends on the alignment of the spec-

trometer, impacts the absorption line shape on which the

ozone profile retrievals are based. Hence, it is important to

have accurate knowledge of the ILS in order to derive cor-

rect ozone profiles and trends.

The work discussed in this paper expands on the previ-

ous study of Vigouroux et al. (2008): it is based on longer

time series, it includes FTIR data from stations outside of Eu-

rope, and it uses a stepwise multiple linear regression model

including several explanatory variables for the trend evalu-

ation. It is presented as follows: Sect. 2 provides informa-

tion about the FTIR ozone observations (retrieval strategies,

characterization of the vertical information, time series and

seasonality). Section 3 describes the stepwise multiple linear

regression model applied to the ozone time series. Section 4

presents and discusses the trend results as well as the ex-

plained part of ozone variability. Section 5 summarizes the

conclusions.

2 Ground-based FTIR ozone observations

2.1 FTIR monitoring

Table 1 identifies the ground-based FTIR stations, all part of

NDACC (Network for the Detection of Atmospheric Com-

position Change), that contribute to the present work. The

latitudinal coverage is good: from 79◦ N to 45◦ S. These sta-

tions perform regular solar absorption measurements, under

clear-sky conditions and over a wide spectral range (around

600–4500 cm−1); the derived time series of total column

abundances of many atmospheric species are available in

the NDACC database (http://www.ndacc.org). While the sta-

tions are all currently active, they started their regular mon-

itoring activities at different times. The period of measure-

ment used for ozone trend analysis at each station is sum-

marized in Table 1, together with the instrument manufac-

turer and type. Some of the stations performed measurements

even earlier but these older spectra, taken with different spec-

trometers, have to be carefully reanalyzed first before be-

ing included in a trend study. The instruments currently used

are the high-resolution spectrometers Bruker 120 M, 125 M,

120 HR, and 125 HR, which can achieve a spectral resolution

of 0.0035 cm−1 or better. The Bomem DA8 used in the first

years of Wollongong measurements has a spectral resolution

of 0.004 cm−1.

2.2 FTIR retrieval strategy

We refer to Vigouroux et al. (2008) for more details on the

ozone FTIR inversion principles, which are based on the op-

timal estimation method (Rodgers, 2000). The effort of re-

trieval homogenization initiated in Vigouroux et al. (2008)

has been pursued and we report in Table 2 the common

retrieval parameters. The spectroscopic database has been

updated to HITRAN 2008 (Rothman et al., 2009). All sta-

tions are employing the daily pressure and temperature pro-

files from NCEP (National Centers for Environmental Pre-

diction). A common source for the ozone a priori profiles

is used: the model WACCM4 (Whole Atmosphere Commu-

nity Climate Mode; Garcia et al., 2007) calculated at each

FTIR station, except at Harestua where a climatology based

on ozonesondes and HALOE measurements is used. Finally,

the interfering species fitted in the ozone retrievals, usually

with a simple scaling of their a priori profile, are the same for

all stations, except Harestua, namely, H2O, CO2, C2H4, and

the ozone isotopologues 668O3 and 686O3. At Harestua, only

H2O and CO2 are fitted.
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Table 1. Characteristics of the FTIR stations that contribute to the present work: location and altitude (in kma.s.l.), time period covered by

the ozone measurements used in the present trend analysis, and instrument type.

Station Latitude Longitude Altitude (km) Time period Instrument

Ny-Ålesund 79◦ N 12◦ E 0.02 1995–2012 Bruker 120 HR

Thule 77◦ N 69◦W 0.22 1999–2012 Bruker 120 M

Kiruna 68◦ N 20◦ E 0.42 1996–2007 Bruker 120 HR

2007–2012 Bruker 125 HR

Harestua 60◦ N 11◦ E 0.60 1995–2009 Bruker 120 M

2009–2012 Bruker 125 M

Jungfraujoch 47◦ N 8◦ E 3.58 1995–2012 Bruker 120 HR

Izaña 28◦ N 16◦W 2.37 1999–2005 Bruker 120 M

2005–2012 Bruker 125 HR

Wollongong 34◦ S 151◦ E 0.03 1996–2007 Bomem DA8

2007–2012 Bruker 125 HR

Lauder 45◦ S 170◦ E 0.37 2001–2012 Bruker 120 HR

Some retrieval parameters still differ from station to sta-

tion, either for historical reasons or for the inherent specifici-

ties of the different locations. They are also summarized in

Table 2.

First, two different profile retrieval algorithms are widely

used depending on each team’s expertise: PROFFIT9 (Hase,

2000) at Kiruna and Izaña and SFIT2 (Pougatchev et al.,

1995) at the six other stations. It has been demonstrated in

Hase et al. (2004) that the profiles and total column amounts

retrieved from these two different algorithms under identical

conditions are in excellent agreement.

Second, the microwindow sets involve some common lines

at all stations, which ensures that only a small bias is ex-

pected due to the different microwindow choices. Either

some additional thin microwindows are used together with

the 1000–1005 cm−1 or, at Kiruna and Izaña, a different

choice was led by the priority given to avoid the more in-

tense H2O lines while still having a high DOFS (degrees

of freedom for signal). All choices of microwindows lead to

the required 4–5 DOFS, thanks to the numerous ozone lines

with different intensities which give information both in the

stratosphere and the troposphere. The test has been made at

Kiruna and Ny-Ålesund to use the 1000–1005 cm−1 window

only and, as expected, only little impact has been observed:

except for Ny-Ålesund’s tropospheric trends (1.4%/decade),

we obtained small trend differences of between 0.0 and

0.8 % decade−1, which is in all cases well below the uncer-

tainty on the trends (see Section 4). However, it is planned,

within the InfraRed Working Group of NDACC, to fix a com-

mon choice of microwindows for future improved homoge-

nization.

Third, the main interfering species in this spectral region

is water vapor, and it has been dealt with differently depend-

ing on the station: at the Wollongong and Lauder stations,

the H2O profile is retrieved simultaneously with the ozone

profile, adding the microwindow of 896.4–896.6 cm−1 for

a better H2O determination. At Kiruna, Izaña and Jungfrau-

joch, the H2O a priori profiles are only scaled in the ozone

retrieval but these a priori profiles have been preliminarily

retrieved in dedicated H2O microwindows for each spectrum

(Schneider et al. (2006) for Kiruna and Izaña; Sussmann et al.

(2009) for Jungfraujoch). For the very dry Jungfraujoch site,

it has been found that preliminary H2O retrievals do not im-

prove the quality of the ozone retrievals. At Ny-Ålesund and

Thule, water vapor is treated as the other interfering species:

only a scaling of a single a priori profile from WACCM4 is

made. Therefore, except at the two latter stations, the H2O

profile variability has been well taken into account. This may

be a future improvement to be done in Ny-Ålesund and Thule

strategies. However, the random uncertainties due to the wa-

ter vapor interference are not dominating the ozone error

budget (see Sect. 2.3), and we expect a negligible impact on

the ozone trends due to the H2O treatment.

Fourth, the choice of the regularization (a priori covari-

ance matrix, Sa, and signal to noise ratio, SNR) cannot be

easily homogenized because it depends on the real variabil-

ity of ozone which is different at each station location and

on the real SNR achieved by each spectrometer. In optimal

estimation, the choice of the a priori covariance matrix Sa

is an important parameter of the inversion process and, to-

gether with the measurement noise error covariance matrix

Sε , it will lead to the following averaging kernel matrix A

(Rodgers, 2000):

A= (KT S−1
ε K+S−1

a )−1KT S−1
ε K, (1)

where K is the weighting function matrix that links the mea-

surement vector y to the state vector x: y =Kx+ ε, with

ε representing the measurement error. In our retrievals, we

assume Sε to be diagonal, in which case the diagonal ele-

ments are the inverse square of the SNR. The diagonal el-

ements of Sa represent the assumed variability of the target

gas volume mixing ratio (VMR) at a given altitude, and the

non-diagonal elements represent the correlation between the

VMR at different altitudes. We can see in Table 2 that, ex-
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Table 2. Summary of the ozone retrieval parameters. All microwindow (mw) limits are given in per centimeter units. Ny: Ny-Ålesund; Th:

Thule; Ha: Harestua; Ju: Jungfraujoch.

Parameters Ny-Ålesund/Thule Harestua/Jungfraujoch Kiruna/Izaña Wollongong/Lauder

Spectroscopic HITRAN 2008 HITRAN 2008 HITRAN 2008 HITRAN 2008

database

Pressure and NCEP NCEP NCEP NCEP

temperature

Ozone a priori WACCM4 WACCM4 (Ju) WACCM4 WACCM4

profiles climatology based on

sondes and HALOE (Ha)

Retrieval code SFIT2a v3.94 SFIT2a v3.94 PROFFIT9b SFIT2a v3.94

Microwindows 1000–1005 1000–1005 991.25–993.80 1000–1005

782.56–782.86 (Ny) 1001.47–1003.04 782.56–782.86

788.85–789.37 (Ny) 1005.0–1006.9 788.85–789.37

993.3–993.8 (Ny) 1007.347–1009.003 993.3–993.8

1011.147–1013.553 896.4–896.6 (H2O)

Interfering H2O, CO2, C2H4, H2O, CO2, C2H4, H2O, CO2, C2H4, H2O, CO2, C2H4,

species 668O3, 686O3
668O3, 686O3 (Ju) 668O3, 686O3

668O3, 686O3

H2O, CO2 (Ha)

H2O treatment

– a priori profile One single profile (Ny) One single profile (Ha) Preliminary retrievals One single profile

Preliminary retrievals in Preliminary retrievals in in dedicated H2O mws

dedicated H2O mws (Th) dedicated H2O mws (Ju)

– fit in ozone mw Scaling retrieval only Scaling retrieval only Scaling retrieval only Profile retrieval

Regularization:

– Sa Diagonal: 20 % (Ny) Diagonal: 5–11 % (Ha) Tikhonov regularization Diagonal: 10 %

Diagonal: 30 % (Th) Diagonal: 10 % (Ju) L1

No interlayer correlation No interlayer correlation (Ha) Interlayer correlation:

Interlayer correlation: exponential decay 4 km

Gaussian decay 4 km (Ju)

– SNR Real SNR (depending on Constant= 100 (Ju) Depending on Constant= 150

each spectrum), exceptc Constant= 200 (Ha) each spectrum

regions at

1000.85–1001.45

1003.16–1004.5

set to SNR= 1 (Ny)

Constant= 50 (Th)

Instrumental Fixed ideal (Ny) Fixed from LINEFIT (Ha) Fixed ideal (Kiruna) Fixed ideal

Line Shape Fixed from LINEFIT second-order polynomial fit Fixed from LINEFIT except Bomem spectra:

(Th) of EAP (Ju) (Izaña) fourth-order polynomial fit

of EAP

a Pougatchev et al. (1995);
b Hase (2000);
c in order to mask strong H2O absorptions.

cept at Harestua, Kiruna and Izaña, the stations are using

an a priori covariance matrix with diagonal elements con-

stant with altitude corresponding to 10, 20 or 30 % variabil-

ity, the largest variability taking place at the high latitude

stations Ny-Ålesund and Thule. At Harestua, the diagonal

elements of Sa correspond to 11 % in the stratosphere, de-

creasing down to 6 % in the troposphere and to 5 % above

35 km. Except at Ny-Ålesund, the SNR value is not the real

one coming from each individual spectrum but an effective

SNR that is used as a regularization parameter. This effec-

tive SNR is smaller than the value derived from the inherent

noise in the spectra, since the residuals in a spectral fit are

Atmos. Chem. Phys., 15, 2915–2933, 2015 www.atmos-chem-phys.net/15/2915/2015/
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not only coming from pure measurement noise but also from

uncertainties in the model parameters. At Kiruna and Izaña,

the regularization is made using the Tikhonov L1 constraint

(Tikhonov, 1963). The regularization choice (Sa and SNR) is

made at each station in order to obtain stable retrievals with

reasonable DOFS. The regularization, via the A matrix, will

impact, together with the real natural variability of ozone, the

smoothing uncertainty which is the dominant source for the

tropospheric and lower stratospheric columns. However, this

is mainly a random uncertainty source and it as been shown

at Izaña that using Tikhonov regularization or a Sa matrix

obtained from ozone climatological measurements does not

impact the ozone trends significantly (García et al., 2012).

The last important parameter is the instrumental line shape

(ILS). As already mentioned, the ILS impacts the absorption

line shape on which the ozone profile retrievals are based.

Hence, if it is not properly included in the forward model or

in the retrieval process, and if the alignment of the instru-

ment is changing over time, this could impact the derived

ozone trends (García et al., 2012). There are three options

for considering the ILS and the choice is led by the type

of spectrometer and the availability of cell measurements. A

perfect alignment of the instrument would provide an “ideal”

ILS: the modulation efficiency amplitude (also called the ef-

fective apodization parameter, EAP, at the maximum optical

path difference) and the phase error remain equal to 1 and 0,

respectively, along the optical path differences (OPDs). This

perfect alignment can usually be achieved and maintained

over time by the stable Bruker 120 or 125 HR. Even when

those spectrometers are used, the alignment must be con-

trolled by HBr or N2O absorption measurements in a low-

pressure gas cell and the use of the LINEFIT code, as de-

scribed in Hase et al. (1999). In this approach, the loss of

modulation efficiency and the phase error can be described

(1) by 40 parameters (20 for each) at equidistant OPDs, or (2)

simply by 2 parameters assuming a linear decline of the mod-

ulation efficiency with OPD and a constant phase error. At all

stations using the 120 or 125 HR spectrometers, and where

the cell measurements were available for the whole period

and taken at least twice a year (Ny-Ålesund, Kiruna, Lauder,

Wollongong from 2007), the ILS retrieved from LINEFIT

was found good and stable: less than 2 % of loss in mod-

ulation efficiency at the maximum OPD. It has been there-

fore considered and fixed as ideal in the forward model. For

the stations where the cell measurements were available and

where the ILS could not be considered ideal, which was the

case for the stations running a Bruker 120 M instrument, the

ILS was fixed in the forward model to the parameters ob-

tained by LINEFIT using either option (1) at Thule and Izaña

or option (2) at Harestua. At Jungfraujoch up to the early

2000’s, and at Wollongong, when the Bomem instrument was

used, no cell measurements were performed; hence, it is not

possible to use the LINEFIT results in the forward model.

To take into account that the ILS may not be ideal, the mod-

ulation efficiency is retrieved simultaneously with the ozone

profiles by using a polynomial fit of order 2 (Jungfraujoch) or

4 (Wollongong). The phase error has been neglected, i.e., it is

treated as ideal. An argument against the use of the ozone ab-

sorption line shape to retrieve simultaneously the ozone pro-

files and the ILS is that a change on the ozone concentration

at a given altitude may be interpreted wrongly as a change in

the ILS. However, it was found that at Jungfraujoch the fit-

ting of the ILS, instead of assuming that it is ideal, improved

the agreement with correlative ozone profiles measurements

(Barret et al., 2002), leading to the conclusions that there was

enough information in the absorption line shapes to isolate

correctly the ILS effect. We conducted the test at Ny-Ålesund

to use a polynomial fit (order 2) of the modulation efficiency

instead of a fixed ideal ILS. We found very small impact on

the trends (less than 0.6% decade−1 for all layers). Of course

the situation may differ for stations with worse alignment if

this one cannot be reproduced by a polynomial fit of the mod-

ulation efficiency. Another solution to deal with periods with-

out cell measurements would be to retrieve independently the

ILS using N2 and CO2 lines in the historical solar spectra,

since these gases have very well-known vertical profiles, and

then fix the ILS to these preliminary derived values in the

ozone retrievals.

2.3 Vertical information in FTIR retrievals

The vertical information contained in the FTIR retrievals can

be characterized by the averaging kernel matrix A (Eq. 1),

as described in detail in Vigouroux et al. (2008). It has been

shown in this previous paper that the ozone retrievals provide

4–5 DOFS, depending on the station. Therefore, in addition

to total column trends, we provide ozone trends in four in-

dependent partial column layers, corresponding to the verti-

cal information. The layer limits have been chosen such that

the DOFS is at least 1.0 in each associated partial column.

The adopted layers are independent according to the resolu-

tion of the averaging kernels, as can be seen in Fig. 1 where

the partial column averaging kernels of the four layers in the

case of Jungfraujoch and Izaña are shown. Similar averag-

ing kernels are obtained at each station (not shown). Also

shown is the sensitivity which is, at each altitude k, the sum

of the elements of the corresponding averaging kernel
∑
iAki

and represents roughly the fraction of the retrieval that comes

from the measurement rather than from the a priori informa-

tion. At Izaña, the sensitivity does not decrease towards 0 at

about 50 km (Fig. 1) because of the use of Tikhonov regular-

ization instead of optimal estimation (García et al., 2012). In

the present work, small changes have been made in the partial

column limits in comparison to Vigouroux et al. (2008): we

avoid the tropopause region at each station, in order to have

a better separation between the layer that we call the “tropo-

spheric” layer and the lower stratospheric layer. Due to the

high tropopause heights at Izaña (14.9 km) and Wollongong

(13.8 km), compared to mid- and high-latitude stations (from

10.1 km at Ny-Ålesund to 11.8 km at Jungfraujoch), we use

www.atmos-chem-phys.net/15/2915/2015/ Atmos. Chem. Phys., 15, 2915–2933, 2015
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Fig. 1. Partial column averaging kernels (molec. cm−2 (molec. cm−2)−1) for ozone retrievals at Jungfraujoch (left) and Izaña (right) stations.

Table 3. Partial column (PC) limits for the 4 altitude layers contain-
ing at least one DOFS. The random uncertainties are given foreach
partial column. Trop: Troposphere; LowS: Lower Stratosphere;
MidS: Middle Stratosphere; UppS: Upper Stratosphere; TotC: Total
Columns; Gd: Ground; Err.: Total Random Uncertainties.

Layers Stations PC limits Err.

Trop Izaña/Wollongong Gd-13/12km 6%
Other stations Gd-9/10km 5%

LowS Izaña/Wollongong 15–23km 5%
Other stations 12–20km 4%

MidS Izaña/Wollongong 23–32km 5%
Other stations 20–29km 5%

UppS Izaña/Wollongong 31–49km 5%
Other stations 29–49km 5%

TotC Izaña/Wollongong – 2%
Other stations – 2%

ror source for the tropospheric and lower stratospheric layer,355

while the temperature dominates the random error budget
for the middle and upper stratospheric layers, and for total
columns. Also found in these two papers, and not repeated
here, is the validation of the FTIR total and partial columns
with correlative data (Dobson, Brewer, UV-Vis, ozoneson-360

des, Lidar).

2.4 FTIR ozone time series

Figure 2 displays the time series of ozone total columns
at each ground-based FTIR station. Because we consider
only solar absorption measurements, the time series at Ny-365

Alesund, Thule, and Kiruna cover only the Mid-March–
September, Late-February–Mid-October and Mid-January–
Mid-November periods, respectively. The seasonal variation
is isolated in Fig. 3 which shows the monthly mean total
columns over the periods of measurements. We clearly see370
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Fig. 2. Time series of monthly means of ozone total columns at
each station.

the well-known seasonal cycle of ozone total column having
a maximum in spring at all stations, and the higher ampli-
tude of the seasonal variation at higher latitudes (Brasseur
and Solomon, 1984).

Figure 3 shows also the monthly means of the four par-375

tial columns defined in the previous section (Table 3). In
the upper stratospheric layer, the ozone maximum occurs
in summer (early summer at high latitudes shifting to late

Figure 1. Partial column averaging kernels (molec cm−2 (molec cm−2)−1) for ozone retrievals at Jungfraujoch (left) and Izaña (right) sta-

tions.

different partial column limits for these two stations. The up-

per limit of the upper layer is here 49 km, the altitude above

which the DOFS is small (from about 0.01 to 0.04 depending

on station), instead of 42 km in Vigouroux et al. (2008), cho-

sen as the altitude above which the sensitivity was below 0.5.

We still gain from 0.06 (Jungfraujoch) up to 0.23 (Lauder)

DOFS in this 7 km wide range with poorer sensitivity. For

Harestua, the chosen layer limits give a DOFS of only 0.9

and 0.75 in the ground–10 km and in the 29–49 km layers,

respectively.

We provide in Table 3, for each station, the partial column

limits of the four defined layers (Trop: troposphere; LowS:

lower stratosphere; MidS: middle stratosphere; UppS: upper

stratosphere). The detailed error budget for ozone FTIR re-

trievals has been described in Vigouroux et al. (2008) and

more recently in García et al. (2012) for Izaña; we only just

summarize in Table 3 the total random uncertainties obtained

for the present choice of layers and for the total columns

(TotC). As obtained in the two previous papers, and not

shown here, the smoothing error is the dominant random er-

ror source for the tropospheric and lower stratospheric layer,

while the temperature dominates the random error budget

for the middle and upper stratospheric layers and for total

columns. Also found in these two papers, and not repeated

here, is the validation of the FTIR total and partial columns

with correlative data (Dobson, Brewer, UV–Vis, ozoneson-

des, lidar).

2.4 FTIR ozone time series

Figure 2 displays the time series of ozone total columns

at each ground-based FTIR station. Because we consider

only solar absorption measurements, the time series at Ny-

Ålesund, Thule, and Kiruna cover only the mid-March–

September, late-February–mid-October and mid-January–

mid-November periods, respectively. The seasonal variation

is isolated in Fig. 3, which shows the monthly mean total

columns over the periods of measurements. We clearly see

the well-known seasonal cycle of ozone total column having

Table 3. Partial column (PC) limits for the four altitude layers con-

taining at least one DOFS. The random uncertainties are given for

each partial column. Trop: troposphere; LowS: lower stratosphere;

MidS: middle stratosphere; UppS: upper stratosphere; TotC: total

columns; Gd: ground; Err.: total random uncertainties.

Layers Stations PC limits Err.

Trop Izaña/Wollongong Gd–13/12 km 6 %

Other stations Gd–9/10 km 5 %

LowS Izaña/Wollongong 15–23 km 5 %

Other stations 12–20 km 4 %

MidS Izaña/Wollongong 23–32 km 5 %

Other stations 20–29 km 5 %

UppS Izaña/Wollongong 31–49 km 5 %

Other stations 29–49 km 5 %

TotC Izaña/Wollongong – 2 %

Other stations – 2 %

a maximum in spring at all stations, and the higher ampli-

tude of the seasonal variation at higher latitudes (Brasseur

and Solomon, 1984).

Figure 3 shows also the monthly means of the four par-

tial columns defined in the previous section (Table 3). In

the upper stratospheric layer, the ozone maximum occurs

in summer (early summer at high latitudes shifting to late

summer with decreasing latitude), in agreement with higher

photochemical production of ozone during this season. In the

lower stratospheric layer, the ozone maximum is in late win-

ter/early spring at all latitudes. The situation is more vari-

able for the middle stratospheric layer: still late winter/early

spring for Harestua, Jungfraujoch, Lauder and Wollongong,

but the latter shows a second maximum in late summer, and

a small amplitude of the seasonal cycle. For the three higher

latitude stations – Ny-Ålesund, Thule and Kiruna – the max-

imum is still in spring, extending to May for the two latter

stations. At Izaña, the maximum is in summer in the mid-
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Fig. 1. Partial column averaging kernels (molec. cm−2 (molec. cm−2)−1) for ozone retrievals at Jungfraujoch (left) and Izaña (right) stations.

Table 3. Partial column (PC) limits for the 4 altitude layers contain-
ing at least one DOFS. The random uncertainties are given foreach
partial column. Trop: Troposphere; LowS: Lower Stratosphere;
MidS: Middle Stratosphere; UppS: Upper Stratosphere; TotC: Total
Columns; Gd: Ground; Err.: Total Random Uncertainties.

Layers Stations PC limits Err.

Trop Izaña/Wollongong Gd-13/12km 6%
Other stations Gd-9/10km 5%

LowS Izaña/Wollongong 15–23km 5%
Other stations 12–20km 4%

MidS Izaña/Wollongong 23–32km 5%
Other stations 20–29km 5%

UppS Izaña/Wollongong 31–49km 5%
Other stations 29–49km 5%

TotC Izaña/Wollongong – 2%
Other stations – 2%

ror source for the tropospheric and lower stratospheric layer,355

while the temperature dominates the random error budget
for the middle and upper stratospheric layers, and for total
columns. Also found in these two papers, and not repeated
here, is the validation of the FTIR total and partial columns
with correlative data (Dobson, Brewer, UV-Vis, ozoneson-360

des, Lidar).

2.4 FTIR ozone time series

Figure 2 displays the time series of ozone total columns
at each ground-based FTIR station. Because we consider
only solar absorption measurements, the time series at Ny-365

Alesund, Thule, and Kiruna cover only the Mid-March–
September, Late-February–Mid-October and Mid-January–
Mid-November periods, respectively. The seasonal variation
is isolated in Fig. 3 which shows the monthly mean total
columns over the periods of measurements. We clearly see370
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Fig. 2. Time series of monthly means of ozone total columns at
each station.

the well-known seasonal cycle of ozone total column having
a maximum in spring at all stations, and the higher ampli-
tude of the seasonal variation at higher latitudes (Brasseur
and Solomon, 1984).

Figure 3 shows also the monthly means of the four par-375

tial columns defined in the previous section (Table 3). In
the upper stratospheric layer, the ozone maximum occurs
in summer (early summer at high latitudes shifting to late

Figure 2. Time series of monthly means of ozone total columns at

each station.

dle stratosphere. For the tropospheric column, we observe

a maximum in spring at all stations, but at Jungfraujoch it

extends also into summer.

3 Multiple regression model

The ozone FTIR total and partial column trends in Vigouroux

et al. (2008); WMO (2010); García et al. (2012) were cal-

culated with a bootstrap resampling method, applied to the

daily means time series. In these studies, only the seasonal

cycle and a linear trend were taken into account, the remain-

ing natural ozone variability was then an additional noise in

the ozone trend determination. To reduce the uncertainties

on the trends and to better understand what drives ozone

variability and trends, we use in the present study a mul-

tiple linear regression (MLR) model. To reduce the auto-

correlation in the residuals, we use here the monthly means

time series. Furthermore, to account for the still significant

auto-correlation in the residuals, a Cochrane–Orcutt trans-

formation (Cochrane and Orcutt, 1949) is applied to the final

model. This gives more reliable confidence intervals for the

regression parameters.

The following regression model is applied to the monthly

means of ozone total and partial column time series Y (t):

Y (t)= A0+A1 · cos(2πt/12)+A2 · sin(2πt/12)

+A3 · cos(4πt/12)+A4 · sin(4πt/12)

+A5 · t +

n∑
k=6

Ak ·Xk(t)+ ε(t), (2)

where A0 is the intercept, the A1–A4 parameters describe

the ozone seasonal cycle, A5 is the annual trend, Xk(t) are

the explanatory variables (proxies time series) and Ak their

respective coefficient, and ε(t) represents the residuals.

To select the final regression model, we have included sev-

eral proxies, which represent processes that are known to

impact ozone, in a stepwise regression procedure that keeps

or rejects each proxy: the initial model (seasonal cycle and

trend) is fitted first. Second, iteratively, if any proxies, not al-

ready in the model, have p values smaller than an entrance

tolerance (0.05), i.e., if it is unlikely that they would have

a 0 coefficient if added to the model, then we add the one

with the smallest p value. Otherwise, if any proxies in the

model have p values greater than an exit tolerance (0.10),

we remove the one with the largest p value and we repeat

the whole process until no single step improves the model.

Hence, the final set of parameters can vary with the sta-

tion and with the partial columns concerned. In this paper,

a proxy is called “non-significant” when it has not been re-

tained by the stepwise procedure. This choice of not using

a fixed model for all stations and partial columns avoids over-

fitting the data and is justified by the large latitudinal range of

the stations (e.g., the VPSC or ENSO proxies will not impact

the stations in the same way) and by the different processes

driving ozone variability at different altitudes.

The proxies that have been tested in the stepwise regres-

sion procedure are summarized in Table 4. The two most

common explanatory variables found in the literature are the

solar radio flux at F10.7 cm (SOLAR) which represents the

11-year solar cycle (following e.g., Newchurch et al., 2003;

Randel and Wu, 2007), and the zonal winds measured at Sin-

gapore at 30 and 10 hPa (following e.g., Brunner et al., 2006)

which represent the quasi-biennial oscillation (QBO). The

proxy used for the El Niño–Southern Oscillation (ENSO) is

the multivariate ENSO index (MEI), following Randel et al.

(2009). Different time lags (from 0 to 4 months) between

ENSO and ozone time series have been tested. The other dy-

namical proxies that have been explored are the tropopause

pressure (TP) at each station (following e.g., Appenzeller

et al., 2000), the equivalent latitude (EL) at three altitude lev-

els around each station, the Arctic Oscillation (AO) or the

Antarctic Oscillation (AAO) indices depending on the sta-

tion location (e.g., Appenzeller et al., 2000; Frossard et al.,

2013), and the vertical component of the Eliassen–Palm flux

(EPF) at 100 hPa averaged over 45–75◦ north and south, as

a proxy for the Brewer–Dobson circulation (e.g., Brunner

et al., 2006). These dynamical proxies are connected, e. g. the

www.atmos-chem-phys.net/15/2915/2015/ Atmos. Chem. Phys., 15, 2915–2933, 2015
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Fig. 3. Monthly means of ozone total and partial columns for the whole periods of measurements. See Table 3 for the limits of the partial
columns at each station. The seasonal cycle for Southern Hemisphere stations, Wollongong and Lauder, has been shifted by 6 months for
better comparison.

reach the poles (http://acdb-ext.gsfc.nasa.gov/Dataservices/
automailer/index.html). To account for the cumulative ef-
fect over months of the EPF and the VPSC*EESC proxies485

on ozone, we have followed the approach of Brunner et al.
(2006) (see their Eq. 4), with the same dependence of their
constantτ on season and latitude of the station.

For the two QBO proxies (30 and 10hPa), if retained
in the stepwise procedure, four seasonal parameters can be490

added to the model. TheAk · Xk(t) term of Eq. (2) is then
replaced by:

(Ak + Ak+1 · cos(2πt/12) + Ak+2 · sin(2πt/12) (3)

+Ak+3 · cos(4πt/12) + Ak+4 · sin(4πt/12)) ·Xk(t).

Depending on the station and on the layer, none, one or both495

of the two proxies QBO30 and QBO10 will be retained in the
model, with or without their additional seasonal parameters.

We will call from here “QBO contribution”, the sum of all
possible contributions of QBO30 and QBO10.

Since the time series involved in the present study start at500

earliest in 1995, we do not include two commonly used ex-
planatory variables: the aerosol optical thickness neededto
represent the effect on ozone of the large volcanic eruptions
of El Chichón (1982) and Mount Pinatubo (1991), and the
EESC proxy which can be used as direct proxy for the halo-505

gen loading of the stratosphere instead of the piecewise linear
trend (PWLT) with a turnaround in 1996/1997 often used in
time series starting well before this turnaround point (WMO,
2010). Our linear trend estimates are therefore better com-
parable to the studies which use the PWLT method. At polar510

stations, the turnaround is occurring a few years later, so that
the use of the EESC proxy could be an alternative to the sim-
ple linear trend for these stations. However, we preferred to

Figure 3. Monthly means of ozone total and partial columns for the whole periods of measurements. See Table 3 for the limits of the partial

columns at each station. The seasonal cycle for Southern Hemisphere stations, Wollongong and Lauder, has been shifted by 6 months for

better comparison.

NAO (North Atlantic Oscillation, closely related to AO) and

the tropopause pressure (Appenzeller et al., 2000), the eddy

heat flux (proportional to EPF) and the AO (Weber et al.,

2011), but we let the stepwise regression model choose the

most adapted proxy for each station and partial column. Con-

cerning the equivalent latitude, we did not construct an inte-

grated equivalent proxy valuable for the whole ozone “inte-

grated” total column as in Wohltmann el al. (2005). Here, we

simply use the equivalent latitude calculated from ERA In-

terim reanalysis (Dee et al., 2011) at three altitude levels cor-

responding approximately to the middle of our three strato-

spheric layers (ELL for LowS, ELM for MidS, and ELU for

UppS; see Table 3 for the layer limits), namely at 370, 550,

and 950 K, respectively, for all stations except Izaña and Wol-

longong (460, 700, and 1040 K, respectively).

Lastly, the volume of polar stratospheric clouds (VPSC)

is used as a proxy for polar ozone loss (e.g., Brunner et al.,

2006). The VPSC proxy has been multiplied by the effective

equivalent stratospheric chlorine (EESC) time series calcu-

lated with a mean age of air of 5.5 years, in order to take

into account the time for the ozone-depleting substances to

reach the poles (http://acdb-ext.gsfc.nasa.gov/Data_services/

automailer/index.html). To account for the cumulative ef-

fect over months of the EPF and the VPSC*EESC proxies

on ozone, we have followed the approach of Brunner et al.

Atmos. Chem. Phys., 15, 2915–2933, 2015 www.atmos-chem-phys.net/15/2915/2015/
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Table 4. Name, short description, and source of the proxies that have been tested in the stepwise regression model.

Name Description Source

SOLAR solar radio flux at 10.7 cm ftp://ftp.ngdc.noaa.gov/STP/SOLAR_DATA/SOLAR_RADIO

/FLUX/Penticton_Adjusted/monthly/MONTHLY.ADJ

QBO30 zonal winds measured at Singapore at 30 hPa http://www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/index.html

QBO10 zonal winds measured at Singapore at 10 hPa http://www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/index.html

ENSO multivariate ENSO index (MEI) http://www.esrl.noaa.gov/psd/enso/mei/

AO/AAO Arctic Oscillation http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index

/monthly.ao.index.b50.current.ascii

Antarctic Oscillation http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index

/aao/monthly.aao.index.b79.current.ascii

TP tropopause pressure http://www.esrl.noaa.gov/psd/data/gridded

/data.ncep.reanalysis.tropopause.html

EL(L/M/U) equivalent latitude at three altitude levels: calculated at BIRA from ERA interim reanalysis

370, 550, and 950 K: high-/mid-latitude stations

460, 700, and 1040 K: subtropical stations

EPF vertical component of the EP flux http://www.awi.de/en/research/research_divisions/climate_science

/atmospheric_circulations/projects/candidoz/ep_flux_data/

VPSC volume of polar stratospheric clouds calculated at FMI

(2006) (see their Eq. 4), with the same dependence of their

constant τ on season and latitude of the station.

For the two QBO proxies (30 and 10 hPa), if retained in the

stepwise procedure, four seasonal parameters can be added to

the model. The Ak ·Xk(t) term of Eq. (2) is then replaced by

(Ak +Ak+1 · cos(2πt/12)+Ak+2 · sin(2πt/12) (3)

+Ak+3 · cos(4πt/12)+Ak+4 · sin(4πt/12)) ·Xk(t).

Depending on the station and on the layer, none, one or both

of the two proxies QBO30 and QBO10 will be retained in the

model, with or without their additional seasonal parameters.

We will call from here on “QBO contribution” the sum of all

possible contributions of QBO30 and QBO10.

Since the time series involved in the present study start at

the earliest in 1995, we do not include two commonly used

explanatory variables: the aerosol optical thickness needed to

represent the effect on ozone of the large volcanic eruptions

of El Chichón (1982) and Mount Pinatubo (1991), and the

EESC proxy which can be used as direct proxy for the halo-

gen loading of the stratosphere instead of the piecewise linear

trend (PWLT) with a turnaround in 1996/1997 often used in

time series starting well before this turnaround point (WMO,

2010). Our linear-trend estimates are therefore better compa-

rable to the studies which use the PWLT method. At polar

stations, the turnaround is occurring a few years later, so that

the use of the EESC proxy could be an alternative to the sim-

ple linear trend for these stations. However, we preferred to

adopt the same approach for all the stations. It is possible

that when the FTIR record is longer, one will be able to dis-

tinguish between the EESC impact on ozone and a possible

additional trend due to processes that are not represented in

the model.

4 Results and discussion

In Fig. 4, we show the individual contribution Cfrac of each

proxy retained by the stepwise procedure to the coefficient of

determination R2
=

∑
Cfrac, for each station and partial col-

umn. The individual contribution Cfrac of a proxy is the prod-

uct of the standardized regression coefficient of this proxy

with the correlation coefficient between the proxy and the

observations (Scherrer, 1984). In Fig. 4, the seasonal param-

eters’ contribution (A1– A4 in Eq. 2), which gives in most

cases the very dominant part of the explained variability, is

not shown for better clarity of the other proxies’ contribu-

tion. However, we give it for completeness in Table 5, to-

gether with R2. In the following discussion, we will high-

light some selected features which are visible in the ozone

time series and which can be attributed to a specific proxy.

The final MLR model is the sum of all the significant proxies

and, therefore, the effect of a specific proxy can be visible in

the plots in some years, but masked in other years.

In Table 6, we give the annual ozone trend at each station

for each layer obtained with the stepwise multiple linear re-

gression model. The uncertainties on the trends correspond

to the 95 % confidence interval. A trend is considered signif-

icant if it is larger than the uncertainty.

4.1 High latitude stations

In addition to the three Arctic stations Ny-Ålesund, Thule

and Kiruna, we will consider Harestua (60◦ N) as a high lat-

itude station since, in terms of trends, Harestua appears to

behave similarly to the Arctic stations.

www.atmos-chem-phys.net/15/2915/2015/ Atmos. Chem. Phys., 15, 2915–2933, 2015
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Fig. 4. Individual contributionsCfract of the proxies to the coefficient of determinationR2. R2 and the dominant contribution of the seasonal
cycleCseas are given in Table 5.

Figure 4. Individual contributions Cfract of the proxies to the coefficient of determination R2. R2 and the dominant contribution of the

seasonal cycle Cseas are given in Table 5.

4.1.1 Tropospheric (Trop) columns

In the troposphere, the high latitude stations, except Kiruna,

show negative significant ozone trends (Table 6). The spa-

tial and temporal variability in the Arctic and the different

sampling at the stations Thule/Ny-Ålesund due to polar night

(see Fig. 2) makes it difficult to compare the trend results. We

see in Fig. 5 that at Ny-Ålesund the negative trend occurs in

the second part of the period (2004–2012), which is also ob-

served at Thule (not shown). On the contrary, at Harestua, the

Atmos. Chem. Phys., 15, 2915–2933, 2015 www.atmos-chem-phys.net/15/2915/2015/
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Table 5. Coefficient of determination R2 and contribution of the seasonal cycle Cseas determined within the final model. See Table 3 for the

limits of the layers, different for subtropical stations and mid-/high-latitude stations.

FTIR station Trop LowS MidS UppS Total columns

Ny-Ålesund R2
= 0.75 R2

= 0.92 R2
= 0.72 R2

= 0.74 R2
= 0.95

Cseas= 0.73 Cseas= 0.82 Cseas= 0.27 Cseas= 0.72 Cseas= 0.68

Thule R2
= 0.86 R2

= 0.92 R2
= 0.83 R2

= 0.81 R2
= 0.96

Cseas= 0.50 Cseas= 0.71 Cseas= 0.41 Cseas= 0.58 Cseas= 0.58

Kiruna R2
= 0.85 R2

= 0.89 R2
= 0.54 R2

= 0.78 R2
= 0.89

Cseas= 0.67 Cseas= 0.82 Cseas= 0.23 Cseas= 0.58 Cseas= 0.69

Harestua R2
= 0.77 R2

= 0.74 R2
= 0.36 R2

= 0.67 R2
= 0.75

Cseas= 0.54 Cseas= 0.51 Cseas= 0.25 Cseas= 0.45 Cseas= 0.56

Jungfraujoch R2
= 0.73 R2

= 0.83 R2
= 0.53 R2

= 0.93 R2
= 0.81

Cseas= 0.58 Cseas= 0.66 Cseas= 0.53 Cseas= 0.77 Cseas= 0.67

Izaña R2
= 0.83 R2

= 0.72 R2
= 0.80 R2

= 0.69 R2
= 0.77

Cseas= 0.87 Cseas= 0.46 Cseas= 0.45 Cseas= 0.64 Cseas= 0.56

Wollongong R2
= 0.69 R2

= 0.86 R2
= 0.42 R2

= 0.77 R2
= 0.87

Cseas= 0.69 Cseas= 0.52 Cseas= 0.09 Cseas= 0.75 Cseas= 0.63

Lauder R2
= 0.89 R2

= 0.94 R2
= 0.78 R2

= 0.89 R2
= 0.95

Cseas= 0.85 Cseas= 0.73 Cseas= 0.70 Cseas= 0.82 Cseas= 0.66

Table 6. Annual trend (in %decade−1) and their 95 % uncertainty ranges. Due to polar night, the measurements at Ny-Ålesund, Thule and

Kiruna cover only the mid-March–September, late-February–mid-October, and mid-January–mid-November periods, respectively. All time

series end in September/December 2012 for the present study. The time of start is repeated for each station. See Table 3 for the limits of the

layers, different for subtropical stations and mid-/high-latitude stations. Trends indicated in bold are significant.

FTIR station Trop LowS MidS UppS Total columns

Ny-Ålesund −5.8± 3.2 −4.2± 3.1 −5.5± 3.8 +6.7± 5.3 −3.0± 1.5

1995

Thule −5.3± 4.4 −0.4± 6.3 +0.2± 4.4 −2.3± 6.5 −2.1± 2.6

1999 (October)

Kiruna −0.9± 2.5 −3.9± 2.6 +0.4± 2.6 +7.4± 3.4 −0.3± 1.6

1996

Harestua -3.1± 2.0 -5.3± 4.6 +4.8± 4.3 +7.8± 5.5 +1.0± 2.2

1995

Jungfraujoch −2.5± 2.7 −0.5± 3.3 −0.6± 1.2 +0.9± 1.0 −0.4± 1.2

1995

Izaña +0.7± 2.8 −1.7± 2.2 −0.1± 2.0 +1.6± 2.6 +0.5± 1.2

1999

Wollongong −2.2± 2.8 +3.1± 2.7 +4.0± 2.0 +0.2± 1.6 +1.9± 1.1

1996

Lauder with / +7.7± 3.5 -3.8± 4.1 -0.2± 3.5 +2.8± 2.4 −0.3± 1.8

without SOLAR +5.0± 4.4 − −1.1± 3.4 +1.7± 2.4 -0.6± 1.9

2001

negative trend is occurring in the 1999–2007 period (Fig. 5,

lower left panel). The second line of Fig. 5 shows the partial

columns where the seasonal cycle is removed to emphasize

the interannual variability, and the effect of individual prox-

ies showing interannual differences. We have added in the

third line of Fig. 5 the VPSC signal, i.e., the VPSC proxy
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time series multiplied by the corresponding parameter ob-

tained in the MLR process (Ak ·Xk(t) in Eq. 2). We see

that the particular low tropospheric values in 1995, 2005 and

2011 at Ny-Ålesund can be related to the VPSC proxy and,

therefore, by the influence of lower stratospheric ozone vari-

ability on the tropospheric columns. At the three other sta-

tions, this VPSC impact was not found to be significant, and

the main driver of tropospheric variability is found to be the

tropopause pressure TP (Fig. 4). The larger VPSC value in

1996 does not lead to a larger decrease in tropospheric ozone

because it is compensated by a positive QBO signal, while

the small ozone value in 2004 is related to a negative QBO

signal (not shown).

As expected, the large VPSC values in 1995, 2005 and

2011 have also a significant impact on the lower stratospheric

(LowS) values at Ny-Ålesund (middle column of Fig. 5), as

well as in 1996, since the negative effect is not compensated

by the QBO signal as in Trop. We can note that the VPSC im-

pact is 10 times larger in LowS than in Trop (different scales

in Fig. 5).

4.1.2 Lower stratospheric (LowS) columns

The VPSC proxy is found significant at the four high latitude

stations for the lower stratospheric columns, being the main

driver of ozone variability after TP (Fig. 4). We give the ex-

ample of Ny-Ålesund and Kiruna in Fig. 5, where the effect

of large amount of VPSC in 1996, 2005, and 2011 is clearly

visible in both monthly means and deseasonalized time se-

ries. We show in addition the EPF and TP signals at Ny-

Ålesund and Kiruna, respectively, in the bottom panel. It can

be seen that the TP signal at Kiruna in 2005 also contributed

to even lower ozone that particular year. The larger LowS

values at Ny-Ålesund in 1999 are due to a combination of

the TP (not shown) and EPF signals.

In the lower stratosphere, at all high latitude stations, ex-

cept Thule, we observe significant negative trends (Table 6).

At Thule, the shorter time period associated with the high

variability of this layer at high latitude gives a large uncer-

tainty on the trend.

4.1.3 Middle stratospheric (MidS) columns

The results are mixed for the middle stratospheric layers,

as noticed previously for the seasonal cycles. The trend is

significantly negative at Ny-Ålesund and non-significant at

Thule. The trend is non-significant at Kiruna, and signifi-

cantly positive at Harestua. The EPF proxy explains about

25 % of the variability at Ny-Ålesund and Thule, and about

5 % at Kiruna (Fig. 4). This is illustrated in Fig. 6 for Ny-

Ålesund and Thule, where we see nicely the same features

at both stations in the middle stratospheric columns (e.g.,

higher columns in 2009, 2010; lower columns in 2011), as-

sociated with the EPF time series.

4.1.4 Upper stratospheric (UppS) columns

In the upper stratosphere, the three stations with similar time

periods show a significant positive trend. In the three cases,

the increase in ozone partial columns occurs in the 1995–

2003 period, after which a leveling off is observed (Fig. 7).

If we run the MLR model on the same time period as Thule

(October 1999–2012), all the stations show non-significant

trends. Since the EESCs were still increasing until about

2000 at polar regions (WMO, 2010), the significant posi-

tive trends obtained at high latitude stations in the upper

stratosphere cannot be explained by the effect of the Mon-

treal Protocol on ozone depleting substances. At present we

do not have an explanation for this increase in ozone during

the 1995–2003 period. The 11-year solar cycle might con-

tribute to it, since the increase in solar activity from 1996 to

its maximum in 2001–2002 is in phase with the ozone in-

crease during the same period. The solar cycle signal at Ny-

Ålesund, shown in Fig. 7 as an illustration, turns out to be

non-significant after the Cochrane–Orcutt transformation is

applied, so its contribution is small and not visible in Fig. 4.

The solar cycle might be found non-significant at the other

stations because the expected decrease of ozone during the

declining phase of the solar cycle (2002–2009) is not ob-

served. This could be a sign that this decrease is compensated

by a positive linear trend, which could be due to the declining

EESCs, but also to the increase of greenhouse gases (WMO,

2010). More years are needed to understand unequivocally

the increase in 1995–2003, followed by a leveling off, and

distinguish between the ozone responses due to solar cycle,

EESCs and other possible proxies not included in the present

study.

4.1.5 Total columns

We observe that the total column ozone trends are

small and non-significant at all high latitude sta-

tions, except at Ny-Ålesund (−3.0± 1.5 %decade−1 or

−10.8± 5.6 DUdecade−1). The negative trend at Ny-

Ålesund occurs in the 2003–2012 period, as for the lowest

altitude layers. At all stations, the dominant contributions

to the total column variability are the TP, the VPSC, the

ELU, and, except at Harestua, the EPF proxies. We see

nicely in Table 5, how well the proxies explained the addi-

tional variability at the Arctic stations, e.g., at Ny-Ålesund

R2
= 0.95, compared to the contribution of the seasonal

cycle Cseas = 0.68.

4.2 Mid-latitude and subtropical stations

In this study, we have two mid-latitude stations (Jungfraujoch

at 47◦ N and Lauder at 45◦ S) and two subtropical stations

(Izaña at 28◦ N and Wollongong 34◦ S).
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Fig. 5. Left (top to bottom panels): 1) monthly means of the tropospheric columns (Trop) at Ny-Alesund (blue: FTIR, red: MLR model); 2)
same but with the seasonal signal removed; 3) the VPSC signalobtained from the MLR model for Trop at Ny-Alesund, for each month of
the period (red line), and at each FTIR observed month (red circle); 4) monthly means of Trop at Harestua with the seasonalcycle removed.
Middle panels: 1-3) same as left panels but for the lower stratospheric columns (LowS) at Ny-Alesund; 4) the EPF signal obtained for the
LowS at Ny-Alesund. Right panels: 1-3) same as middle panelsbut at Kiruna; 4) the tropopause pressure (TP) signal obtained for the LowS
at Kiruna.

1995 2000 2005 2010 2015
2

3

4

5

x 10
18 MidS columns at Ny−Alesund

m
ol

ec
.c

m
−

2

1995 2000 2005 2010 2015

2

3

4

5
x 10

18 MidS with seasonal signal removed at Ny−Alesund

m
ol

ec
.c

m
−

2

1995 2000 2005 2010 2015
2

3

4

5

x 10
18 MidS columns at Thule

m
ol

ec
.c

m
−

2

1995 2000 2005 2010 2015

2

3

4

5
x 10

18 MidS with seasonal signal removed at Thule

m
ol

ec
.c

m
−

2

1995 2000 2005 2010 2015
−1

−0.5

0

0.5

1

x 10
18 EPF signal for MidS at Ny−Alesund

m
ol

ec
.c

m
−

2

1995 2000 2005 2010 2015
−1

−0.5

0

0.5

1

x 10
18 EPF signal for MidS at Thule

m
ol

ec
.c

m
−

2

Fig. 6. Top panels: monthly means of the middle stratospheric columns (MidS) at Ny-Alesund (left) and Thule (right) (blue: FTIR, red:
MLR model). Middle panels: same but with the seasonal signalremoved. Bottom panels: the EPF signal obtained in each casefrom the
MLR model, for each month of the period (red line), and at eachFTIR observed month (red circle).

Figure 5. Left (top to bottom panels): (1) monthly means of the tropospheric columns (Trop) at Ny-Ålesund (blue: FTIR, red: MLR model);

(2) same but with the seasonal signal removed; (3) the VPSC signal obtained from the MLR model for Trop at Ny-Ålesund, for each month of

the period (red line), and at each FTIR observed month (red circle); (4) monthly means of Trop at Harestua with the seasonal cycle removed.

Middle panels: (1–3) same as left panels but for the lower stratospheric columns (LowS) at Ny-Ålesund; (4) the EPF signal obtained for

the LowS at Ny-Ålesund. Right panels: (1–3) same as middle panels but at Kiruna; (4) the tropopause pressure (TP) signal obtained for the

LowS at Kiruna.
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Fig. 5. Left (top to bottom panels): 1) monthly means of the tropospheric columns (Trop) at Ny-Alesund (blue: FTIR, red: MLR model); 2)
same but with the seasonal signal removed; 3) the VPSC signalobtained from the MLR model for Trop at Ny-Alesund, for each month of
the period (red line), and at each FTIR observed month (red circle); 4) monthly means of Trop at Harestua with the seasonalcycle removed.
Middle panels: 1-3) same as left panels but for the lower stratospheric columns (LowS) at Ny-Alesund; 4) the EPF signal obtained for the
LowS at Ny-Alesund. Right panels: 1-3) same as middle panelsbut at Kiruna; 4) the tropopause pressure (TP) signal obtained for the LowS
at Kiruna.
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Fig. 6. Top panels: monthly means of the middle stratospheric columns (MidS) at Ny-Alesund (left) and Thule (right) (blue: FTIR, red:
MLR model). Middle panels: same but with the seasonal signalremoved. Bottom panels: the EPF signal obtained in each casefrom the
MLR model, for each month of the period (red line), and at eachFTIR observed month (red circle).

Figure 6. Top panels: monthly means of the middle stratospheric columns (MidS) at Ny-Ålesund (left) and Thule (right) (blue: FTIR, red:

MLR model). Middle panels: same but with the seasonal signal removed. Bottom panels: the EPF signal obtained in each case from the MLR

model, for each month of the period (red line), and at each FTIR observed month (red circle).
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Fig. 7. Monthly means of the upper stratospheric columns (UppS)
with the seasonal cycle removed at, from top to bottom: Harestua,
Kiruna and Ny-Alesund (blue: FTIR, red: MLR model). Bottom
panel: the solar cycle signal obtained at Ny-Alesund from the MLR
model, before the Cochrane-Orcutt transformation.

Lauder (+7.7 ± 3.5% decade−1). The trend at Lauder is
in agreement with the study of Oltmans et al. (2013) who
obtain about+5% decade−1 in the lower and middle tro-
posphere with ozonesondes measurements at Lauder. We680

find a significant positive impact of the solar cycle at Lauder
and it is clearly seen in Fig. 8. This is not in agreement
with Chandra et al. (1999), in which the solar cycle shows
a strong but negative impact on tropospheric columns for
non-polluted region. At Lauder at present only a short time685

period (2001–2012) is available for trend studies, and we
hope to have more clarification on this subject with more
years of data. However, if we remove the solar cycle proxy
from the MLR model, we still obtain a significant trend of
+5.0 ± 4.4% decade−1. For this short time-series, we have690

added in Table 6 the trends that are obtained if the solar cycle
is removed from the model.

4.2.2 Lower stratospheric (LowS) columns

The trends in the lower stratosphere are non-significant at
Jungfraujoch, Izaña and Lauder, and significantly positive at695

Wollongong. The cause of the significant positive trend at
Wollongong is not fully explained at present. A part of it
is due to a small negative trend in the ELL proxy. If we
remove this proxy from the MLR model, we observe a non-

significant positive trend of+2.4± 2.8% decade−1.700

The dominant proxy is TP for all stations. At the Jungfrau-
joch station, the VPSC proxy, which in the case of Jungfrau-
joch corresponds to the transport of polar ozone loss to mid-
latitudes, explains about 8% of the variability (Fig. 4). The
VPSC proxy is non-significant at the southern hemispheric705

station Lauder, in agreement with more stable and isolated
vortex in the Antarctic compared to the Arctic. The Arc-
tic Oscillation (AO) proxy is found significant at Jungfrau-
joch while the corresponding AAO proxy is non-significant
at Lauder.710

We show the time series of the lower stratospheric
columns at Jungfraujoch in Fig. 9 together with the AO and
QBO signals. We see that in 2010 ozone shows larger val-
ues, and that this is explained by the combination of a very
negative AO index (the corresponding parameter in the MLR715

is negative and gives the positive signal in 2010 shown in
Fig. 9) and easterly phase of the QBO. This is in agreement
with Nair et al. (2013), who applied a MLR model to the
mean of ozone anomalies at Observatoire de Haute-Provence
(OHP) from different instruments (Lidar, ozonesondes and720

satellites). However, we did not find a significant contri-
bution from the EPF proxy, which according to Nair et al.
(2013) also contributed to the high ozone values in 2010. We
can state that our vertical and total column ozone trends are
in agreement with the Nair et al. (2013) results when taking725

the error bars into account, but the latter study found signifi-
cant positive trends at OHP while our trends at Jungfraujoch
are all non-significant.

As expected, the QBO contribution to ozone variability
is more important at the subtropical station Izaña, which is730

also the only station where the ENSO proxy was found to
make a significant, but small, contribution to the variability
(Fig. 4). We illustrate the QBO effect at Izaña in Fig. 9, for
total columns.

4.2.3 Middle stratospheric (MidS) columns735

The situation for the middle stratosphere is very similar to
that of the lower stratosphere: all trends are found non-
significant except at Wollongong where it is positive. It is
in this 23–32km layer for subtropical stations that the solar
cycle shows the most important contribution (Fig. 4). This740

is not what has been reported in Randel and Wu (2007) and
Tourpali et al. (2007), where the ozone response to solar cy-
cle was maximum in the tropical lower and upper strato-
sphere, and minimum in the middle stratosphere. At Wol-
longong, the middle stratospheric ozone response is about745

6% between solar minimum and solar maximum (see Fig. 9)
while values of 1% have been reported (Sioris et al., 2014)
at about 25km. However, the recent work of Chiodo et al.
(2014) shows that the apparent solar cycle signal in the tropi-
cal lower stratosphere for the period 1960–2004 is due to the750

two volcanic eruptions El Chichón in 1982 and Mt. Pinatubo
in 1991, and the authors find robust solar cycle signals only

Figure 7. Monthly means of the upper stratospheric columns

(UppS) with the seasonal cycle removed at, from top to bottom:

Harestua, Kiruna and Ny-Ålesund (blue: FTIR, red: MLR model).

Bottom panel: the solar cycle signal obtained at Ny-Ålesund from

the MLR model, before the Cochrane–Orcutt transformation.

4.2.1 Tropospheric (Trop) columns

The tropospheric trends are non-significant at Jungfraujoch,

Izaña and Wollongong, and significantly positive at Lauder.

The trend at Jungfraujoch is −2.5± 2.7 %decade−1; how-

ever, we see in Fig. 8 that the tropospheric columns are in-

creasing up to 1999 and then show a linear decrease, in agree-

ment with aircraft and surface alpine sites in the study of

Logan et al. (2012). If we limit our time period to the 1998–

2008 period as in Logan et al. (2012), we also find a sig-

nificant negative trend (−6.3± 4.9 %decade−1). However,

this is largely due to the high ozone values 1998–1999, and

for the period 2000–2012 we obtain still a non-significant

trend of −2.9± 3.4 %decade−1. At Izaña, the tropospheric

trends derived from ozonesondes were found non-significant

in García et al. (2012), in agreement with our study, but the

uncertainties were large. The situation is more mixed in the

Southern Hemisphere: the tropospheric trend at Wollongong

is not significant while it is significantly positive at Lauder

(+7.7±3.5 %decade−1). The trend at Lauder is in agreement

with the study of Oltmans et al. (2013), who obtain about

+5 %decade−1 in the lower and middle troposphere with

ozonesonde measurements at Lauder. We find a significant

positive impact of the solar cycle at Lauder and it is clearly

seen in Fig. 8. This is not in agreement with Chandra et al.

(1999), in which the solar cycle shows a strong but negative

impact on tropospheric columns for a non-polluted region.

At Lauder, presently only a short time period (2001–2012) is

available for trend studies, and we hope to have more clari-

fication on this subject with more years of data. However, if

we remove the solar cycle proxy from the MLR model, we

still obtain a significant trend of +5.0± 4.4 %decade−1. For

this short time series, we have added in Table 6 the trends that

are obtained if the solar cycle is removed from the model.

4.2.2 Lower stratospheric (LowS) columns

The trends in the lower stratosphere are non-significant at

Jungfraujoch, Izaña and Lauder, and significantly positive at

Wollongong. The cause of the significant positive trend at

Wollongong is not fully explained at present. A part of it is

due to a small negative trend in the ELL proxy. If we re-

move this proxy from the MLR model, we observe a non-

significant positive trend of +2.4± 2.8 %decade−1.

The dominant proxy is TP for all stations. At the Jungfrau-

joch station, the VPSC proxy, which in the case of Jungfrau-

joch corresponds to the transport of polar ozone loss to mid-

latitudes, explains about 8 % of the variability (Fig. 4). The

VPSC proxy is non-significant at the southern hemispheric

station Lauder, in agreement with the more stable and iso-

lated vortex in the Antarctic compared to the Arctic. The AO

proxy is found significant at Jungfraujoch while the corre-

sponding AAO proxy is non-significant at Lauder.

We show the time series of the lower stratospheric

columns at Jungfraujoch in Fig. 9 together with the AO and

QBO signals. We see that in 2010 ozone shows larger val-

ues and that this is explained by the combination of a very

negative AO index (the corresponding parameter in the MLR

is negative and gives the positive signal in 2010 shown in

Fig. 9) and easterly phase of the QBO. This is in agreement

with Nair et al. (2013), who applied a MLR model to the

mean of ozone anomalies at Observatoire de Haute-Provence

(OHP) from different instruments (lidar, ozonesondes and

satellites). However, we did not find a significant contribution

from the EPF proxy, which according to Nair et al. (2013)

also contributed to the high ozone values in 2010. We can

state that our vertical and total column ozone trends are in

agreement with the Nair et al. (2013) results when taking the

error bars into account, but the latter study found significant

positive trends at OHP while our trends at Jungfraujoch are

all non-significant.

As expected, the QBO contribution to ozone variability

is more important at the subtropical station Izaña, which is
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Fig. 8. Top panels: monthly means of the tropospheric columns (Trop) at Jungfraujoch (left) and Lauder (right) (blue: FTIR, red: MLR
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(middle), and QBO signal at Izaña (right).
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also the only station where the ENSO proxy was found to

make a significant, but small, contribution to the variability

(Fig. 4). We illustrate the QBO effect at Izaña in Fig. 9 for

total columns.

4.2.3 Middle stratospheric (MidS) columns

The situation for the middle stratosphere is very similar to

that of the lower stratosphere: all trends are found non-

significant except at Wollongong where it is positive. It is

in this 23–32 km layer for subtropical stations that the solar

cycle shows the most important contribution (Fig. 4). This

is not what has been reported in Randel and Wu (2007) and

Tourpali et al. (2007), where the ozone response to the solar

cycle was maximum in the tropical lower and upper strato-

sphere, and minimum in the middle stratosphere. At Wol-

longong, the middle stratospheric ozone response is about

6 % between solar minimum and solar maximum (see Fig. 9)

while values of 1 % have been reported (Sioris et al., 2014)

at about 25 km. However, the recent work of Chiodo et al.

(2014) shows that the apparent solar cycle signal in the

tropical lower stratosphere for the period 1960–2004 is due

to the two volcanic eruptions of El Chichón in 1982 and

Mt. Pinatubo in 1991, and the authors find robust solar cy-

cle signals only in the middle and upper stratosphere. In the

upper stratospheric layer at Wollongong, the response to the

solar cycle is indeed also significant and is about 2.5 % be-

tween solar minimum and solar maximum which is in agree-

ment with previous studies (WMO, 2010). At Izaña, the solar

contribution is found negative in the 23–32 km layer, which

seems doubtful. Again, this concerned one of the shortest

time series of the study (1999–2012) and could be corrected

with future measurements.

4.2.4 Upper stratospheric (UppS) columns

The trends in the upper stratospheric layer are all positive

in these latitudes but significant only at Lauder (+2.8±

2.4 %decade−1). Our trend at Jungfraujoch station (+0.9±

1.0 %decade−1) corresponds well to the observed trend

(+1.5 %decade−1) at OHP in Nair et al. (2013) in the 31–

39 km range, although it is found significant in this lat-

ter study. The MLR model explains 93 % of the variabil-

ity at Jungfraujoch (R2
= 0.93), namely, 77 % of the vari-

ability comes from the seasonality and the remaining 16 %

from the proxies, mainly the ELU and QBO (see Fig. 4).

At Lauder, the trend in the 30–40 km range from lidar mea-

surements is also found significantly positive for the period

2000–2012 with trend values (+2–3 %decade−1) similar to

FTIR (W. Steinbrecht, personal communication, 2013). If

we remove the solar cycle signal in the MLR for the short

time series of Lauder, the trend becomes smaller and non-

significant (+1.7±2.4 %decade−1). More years of data will

improve the confidence in the solar cycle signal in the short

time series.

4.2.5 Total columns

The total column trends are non-significant at the

mid-latitude stations (−0.4± 1.2 %decade−1 or −1.4±

3.8 DUdecade−1 at Jungfraujoch; −0.3± 1.8 %decade−1 or

−1.1±5.9 DUdecade−1 at Lauder), non-significant at Izaña

(+0.5±1.2 %decade−1 or+1.4±3.6 DUdecade−1), and sig-

nificantly positive at Wollongong (+1.9± 1.1 %decade−1

or +5.8± 3.5 DUdecade−1). The total column trend at

Jungfraujoch is in agreement within error bars with the re-

sult of Nair et al. (2013) at OHP when they use the PWLT

method (+5.5± 3.3 DUdecade−1), but again the trend at

OHP is found significantly positive. When the EESC proxy

is used in their study a trend of +4.2± 0.8 DUdecade−1 is

found. The same behavior is seen more globally in a re-

cent study using merged satellite data from 1979 to 2012

(Chehade et al., 2014): for the latitude of Jungfraujoch, the

trends are about +3–4 DUdecade−1 for the 1997–2012 pe-

riod and non-significant if the PWLT method is used, while

significant when the EESC proxy is used, which decreases

the uncertainty on the trends. It seems that at Jungfraujoch,

our time series is still too short to observe this positive trend.

At the latitude of Izaña, the merged satellite data set shows

a +3–4 DUdecade−1 for the 1997–2012 period, with the

more recent SBUV/SBUV-2 MOD v8.6, non-significant us-

ing the PWLT (in agreement with our study) and significant

using the EESC proxy. Since our time series start at best in

1995, the EESC proxy is not really “separable” from a lin-

ear trend study at our mid-latitude and subtropical stations.

When more years of data are available, the same sensitivity

study (PWLT vs. EESC) could be tested at least for polar

stations where the turnaround point is expected around 2000.

It is also interesting to note that, using the PWLT method,

at the latitude of Wollongong, Chehade et al. (2014) found

a positive significant trend of about +3 DUdecade−1, while

at the latitude of Lauder the trend is decreased to about

+1 DUdecade−1 (non-significant) in good agreement with

what FTIR observed. When they use the EESC proxy, the

trend is increasing with latitude so that at the Lauder latitude

it reaches about 4–5 DUdecade−1.

Our non-significant trends at Jungfraujoch, Izaña and

Lauder, and positive trend at Wollongong are also in agree-

ment with the recent study of Coldewey-Egbers et al. (2014),

which provides trends using a similar period (1995–2013) of

merged satellite data sets. For Wollongong, since the total

column positive trend is due to the ozone trends in the lower

and middle stratosphere, it cannot be attributed unambigu-

ously to the EESCs decline.

5 Conclusions

We have exploited the time series of ozone total and partial

columns (Trop, LowS, MidS, UppS) at eight NDACC FTIR

stations (Ny-Ålesund, 79◦ N; Thule, 77◦ N; Kiruna, 68◦ N;

Atmos. Chem. Phys., 15, 2915–2933, 2015 www.atmos-chem-phys.net/15/2915/2015/
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Harestua, 60◦ N; Jungfraujoch, 47◦ N; Izaña, 28◦ N; Wol-

longong, 34◦ S; Lauder, 45◦ S) to derive vertically resolved

trends, using a MLR model including the main proxies well-

known for impacting the ozone variability.

After the seasonal variation, the TP proxy is the domi-

nant driver of ozone variability at all stations, mainly for the

troposphere, lower stratosphere and total columns, while the

EL proxy is an important contributor to the middle and up-

per stratosphere, as well as to the total column variabilities.

At the highest latitude stations (68–79◦ N), the EPF proxy

contributes substantially to the middle stratospheric and to-

tal column variabilities. The VPSC proxy for polar ozone

loss contributes to the lower stratosphere and total column

variabilities at the Arctic stations but also at Jungfraujoch,

while is it non-significant at the southern hemispheric station

Lauder. At the mid-latitude and subtropical stations, the QBO

proxy is a substantial contributor to ozone variability, espe-

cially at the lowest latitude station, Izaña. The AO/AAO and

ENSO proxies are significant only at Jungfraujoch and Izaña,

respectively. At Wollongong, the 2.5 % ozone response to so-

lar cycle in the upper layer is in agreement with previous

studies, but the response in the middle stratosphere (∼ 6 %)

is much larger than previously reported (∼ 1 %). The 11-

year solar cycle effect is still subject of debate (WMO, 2010;

Chiodo et al., 2014), so that an additional decade of measure-

ments would help in fixing its real impact on ozone. This is

particularly true for our shortest time series of Lauder, Izaña

and Thule.

The trends at the high latitude stations are negative in the

troposphere, except at Kiruna where it is non-significant. Ex-

cept at Thule, the high latitude stations show significant neg-

ative trends in the lower stratosphere. The situation is mixed

in the middle stratosphere where the trend is significantly

negative at Ny-Ålesund, non-significant at Thule and Kiruna,

and significantly positive at Harestua. The trends of the three

high latitude stations with a similar time period are all posi-

tive in the upper stratosphere, but this increase is taking place

during the 1995–2003 period while the EESCs were still in-

creasing until about 2000 in the polar region (WMO, 2010).

However all four stations give non-significant trends in the

upper stratosphere for the October 1999–2012 period, which

could be the onset of the upper stratospheric ozone recovery

at high latitude. The total column trends are non-significant

at all high latitude stations, except at Ny-Ålesund where it is

negative. This is in agreement (except at Ny-Ålesund) with

model predictions that the Arctic March ozone recovery to

1980 levels will occur around 2026 (WMO, 2010). However,

the high year-to-year total column variability at these lati-

tudes, driven mainly by lower stratospheric variability due to

the polar temperature variations, does not allow yet to draw

conclusions from the current trends for Arctic total ozone in

the coming few years.

The trends for mid-latitude and subtropical stations are all

non-significant, except at Lauder in the troposphere and up-

per stratosphere and at Wollongong for the total columns and

the lower and middle stratospheric columns. Some signs of

the onset of ozone mid-latitude recovery are observed only

in the Southern Hemisphere, while a few more years seem to

be needed to observe it at the northern stations.

To conclude, among the numerous available satellite and

ground-based data sets measuring vertical distributions of

ozone that are useful for ozone trend evaluations (Hassler

et al., 2014), the NDACC ground-based FTIR measurements

have their particular assets. Indeed, several stations, well dis-

tributed around the globe, are now reaching almost 20 years

of measurements and will continue measuring ozone in the

future: to the eight stations of this work could be added, af-

ter homogenization of the retrieval analysis and/or few more

years of data, Eureka (80◦N), Rikubetsu (44◦N), Bremen

(53◦N), Mauna Loa (20◦N), and Arrival Heights (78◦S). This

provides long time series of ozone that are reliable over time,

provided that the ILS is properly taken into account. This is

also the only data set, with Umkehr measurements, that pro-

vides simultaneously total columns, tropospheric columns

and three stratospheric columns that reach 40–45 km. This

data set is suitable for an alternative determination of ozone

vertical changes, as demonstrated in this study, but also for

validation of the satellite-merged data sets and detection of

possible drifts.
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Abstract. A 4-year data set of MAX-DOAS observations

in the Beijing area (2008–2012) is analysed with a focus

on NO2, HCHO and aerosols. Two very different retrieval

methods are applied. Method A describes the tropospheric

profile with 13 layers and makes use of the optimal esti-

mation method. Method B uses 2–4 parameters to describe

the tropospheric profile and an inversion based on a least-

squares fit. For each constituent (NO2, HCHO and aerosols)

the retrieval outcomes are compared in terms of tropospheric

column densities, surface concentrations and “characteristic

profile heights” (i.e. the height below which 75 % of the ver-

tically integrated tropospheric column density resides).

We find best agreement between the two methods for

tropospheric NO2 column densities, with a standard devi-

ation of relative differences below 10 %, a correlation of

0.99 and a linear regression with a slope of 1.03. For tro-

pospheric HCHO column densities we find a similar slope,

but also a systematic bias of almost 10 % which is likely re-

lated to differences in profile height. Aerosol optical depths

(AODs) retrieved with method B are 20 % high compared

to method A. They are more in agreement with AERONET

measurements, which are on average only 5 % lower, how-

ever with considerable relative differences (standard devi-

ation ∼ 25 %). With respect to near-surface volume mix-

ing ratios and aerosol extinction we find considerably larger

relative differences: 10± 30, −23± 28 and −8± 33 % for

aerosols, HCHO and NO2 respectively. The frequency distri-

butions of these near-surface concentrations show however

a quite good agreement, and this indicates that near-surface

concentrations derived from MAX-DOAS are certainly use-

ful in a climatological sense. A major difference between

the two methods is the dynamic range of retrieved charac-

teristic profile heights which is larger for method B than for

method A. This effect is most pronounced for HCHO, where

retrieved profile shapes with method A are very close to the

a priori, and moderate for NO2 and aerosol extinction which

on average show quite good agreement for characteristic pro-

file heights below 1.5 km.

One of the main advantages of method A is the stabil-

ity, even under suboptimal conditions (e.g. in the presence

of clouds). Method B is generally more unstable and this ex-

plains probably a substantial part of the quite large relative

differences between the two methods. However, despite a rel-

atively low precision for individual profile retrievals it ap-

pears as if seasonally averaged profile heights retrieved with

method B are less biased towards a priori assumptions than

those retrieved with method A. This gives confidence in the

result obtained with method B, namely that aerosol extinc-

tion profiles tend on average to be higher than NO2 profiles

in spring and summer, whereas they seem on average to be

of the same height in winter, a result which is especially rel-

evant in relation to the validation of satellite retrievals.
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1 Introduction

Multi-Axis Differential Optical Absorption Spectroscopy

(MAX-DOAS) is a ground-based passive remote sensing

technique that is used to detect tropospheric trace gases such

as nitrogen dioxide (NO2), formaldehyde (HCHO), sulfur

dioxide (SO2), nitrous acid (HONO), iodine oxide (IO), gly-

oxal (CHOCHO), bromine oxide (BrO) and aerosols (aerosol

extinction) (e.g. Wittrock et al., 2004; Wagner et al., 2004,

2009; Irie et al., 2011; Coburn et al., 2011; Pinardi et al.,

2013; Hendrick et al., 2014; Wang et al., 2014). MAX-DOAS

instruments take spectral measurements of scattered sunlight

in the ultraviolet (UV) and visible (Vis) part of the electro-

magnetic spectrum. Profile information is obtained from a

scan which comprises spectral measurements at different el-

evation angles but in the same azimuthal direction. The main

retrieval products are tropospheric column densities, concen-

trations near the surface and estimates of the vertical profile

shape.

Because of this versatility MAX-DOAS is complementary

to ground-based in situ observations (in a spatial sense) as

well as to satellite observations (in a temporal and spatial

sense, i.e. the vertical) and it can play an important role in

bridging the gap between those techniques (Richter et al.,

2013). Knowledge of the relationship between surface con-

centrations and integrated tropospheric column densities (in

urban, suburban and rural regions) is important for the use of

satellite observations in studies of air quality (e.g. Boersma

et al., 2009; Mendolia et al., 2013).

MAX-DOAS has great potential to be used in regional or

global networks similar to the AERONET (sun photometer)

and EARLINET (lidar) networks because of its versatility,

the relatively low cost per instrument, the fact that a radio-

metric calibration is not required, and the fact that instru-

ments can operate autonomously. Long-term data sets can be

used for e.g. air quality monitoring, validation of chemical

transport models, validation of satellite tropospheric column

density retrievals and potentially as input in data assimilation

systems for air quality forecasts. With respect to satellite val-

idation it is interesting to note that MAX-DOAS can provide

not only tropospheric trace gas column densities for direct

comparison, but also profile shape estimates for trace gases

and aerosol extinction. These can replace the a priori pro-

file shapes assumed for the satellite retrieval, such that one

can assess the impact of the a priori profile shape assump-

tion (both for aerosols and for the trace gas of interest) on

the satellite retrieval accuracy (Rodgers and Connor, 2003).

Proper knowledge of the accuracy of the profile shape as-

sumptions that are used in the satellite retrieval is crucial for

a realistic estimate of the potential biases in the retrieved tro-

pospheric column density.

Mostly in the last decade, much progress has been made

with respect to the quantitative interpretation of MAX-

DOAS observations (e.g. Wagner et al., 2007; Roscoe et al.,

2010), and MAX-DOAS instrumentation or similar (like

PANDORA Herman et al., 2009) has been used for a wide

range of gases and applications. In comparison to surface

concentrations and profile shapes, tropospheric column den-

sities are the most robust retrieval product. Several MAX-

DOAS data sets have been used for validation of satellite ob-

servations of tropospheric column densities, predominantly

for NO2 (e.g. Irie et al., 2008b; Halla et al., 2011; Ma

et al., 2013; Lin et al., 2014; Kanaya et al., 2014). Near-

surface concentrations are generally associated with higher

uncertainties (primarily because of the quite limited verti-

cal resolution of MAX-DOAS measurements), but neverthe-

less some studies have shown promising comparisons com-

pared to independent ground-based in situ instrumentation,

(see e.g. Wagner et al., 2011; Li et al., 2013). Most challeng-

ing is the retrieval of vertical tropospheric profiles, and also

their validation.

Quite some groups have developed algorithms for the ver-

tical profiles of aerosol extinction and trace gases (e.g. Frieß

et al., 2006; Irie et al., 2008a; Clémer et al., 2010; Li et al.,

2010; Wagner et al., 2011; Vlemmix et al., 2011; Sinreich

et al., 2013). Especially in relation to satellite validation there

is a great need for simultaneously measured trace gas and

aerosol extinction profiles, and MAX-DOAS is one of the

few remote sensing methods which can satisfy this need. At

the same time it is well known that the MAX-DOAS profiles

are only first-order estimates, due to the fact that the informa-

tion content of MAX-DOAS observations with respect to the

vertical distribution of aerosols and trace gases is very lim-

ited: the degrees of freedom for signal typically varies from

1 to 3, see Sect. 2.5 and Vlemmix et al. (2011).

Comparatively few studies have been published however

which directly address the quality of MAX-DOAS tropo-

spheric profiles obtained from real observations. This is

largely due to the fact that suitable long-term (multi-year)

data sets which can serve as golden standard in a compari-

son (e.g. profiles measured with high vertical resolution) do

not exist. In turn, the lack of a thorough validation of MAX-

DOAS profiles limits their usefulness in validation studies

where MAX-DOAS itself would be the reference.

The present study is highly motivated by the need for

further assessment of the quality of MAX-DOAS profiles.

Our approach is based on three pillars. First, the use of two

very different profile retrieval algorithms, both run with var-

ious a priori profile shape assumptions. Second, the use of

a 4-year data set covering a wide range of conditions (e.g.

pollution levels, seasons, meteorological conditions). Third,

analysis of profiles for three different components: formalde-

hyde, NO2 and aerosols (aerosol extinction profile). With this

we address in this work the following specific questions: how

consistent are the retrievals of individual profiles with dif-

ferent algorithms? How consistent are the retrievals on av-

erage? Do the column densities and profiles – on average –

show a diurnal and seasonal variation? How strong or weak is

the dependence on a priori assumptions? Which atmospheric

conditions most critically limit the quality of the profile re-
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trieval? What is the agreement between the profile shapes

retrieved for the different constituents?

The two profile retrieval methods that are compared in this

study do not retrieve profiles on the same vertical grid. One

way to perform a profile comparison would be to interpolate

profiles retrieved with both methods to a common vertical

grid. A comparison performed in this way would give re-

sults for all layers which define the common grid. Such an

approach would probably be favourable if the vertical res-

olution of the measurements (and therefore the DOFS) was

high, but this is not the case for MAX-DOAS measurements,

as noted above. Because of the low DOFS (1–3), it was de-

cided to derive from each profile three suitable quantities

and to compare the two profile retrieval methods based on

those quantities: tropospheric column density, near-surface

concentration and “characteristic profile heights” H75. The

latter quantity is defined as the height below which 75 % of

the integrated profile resides (75 % of the tropospheric col-

umn density). An advantage of this quantity (a scalar) is that

it allows a first-order description of the profile shape of pol-

lutants which reside primarily in the atmospheric boundary

layer.

The paper is structured as follows: in Sect. 2 we describe

the data set of MAX-DOAS observations that is used: the in-

strument characteristics and measurement sites; the settings

of the DOAS fitting procedures for the UV and Vis; the two

MAX-DOAS profile retrieval algorithms, both of which are

run with different “internal” settings to test the dependence

on a priori assumptions. The last part of this section describes

the criteria that are applied to select data with sufficient qual-

ity. Results for selected days and the statistical analysis based

on the entire data set are shown and discussed in Sect. 3. Sec-

tion 4 contains a discussion, and the conclusions are in the

last section.

2 MAX-DOAS measurements and profile retrieval

algorithms

The retrieval of vertical profiles from spectral measurements

with MAX-DOAS typically consists of three steps. First, dif-

ferential slant column densities (of O4, NO2 and HCHO) are

derived by applying the DOAS spectral fitting technique to

the measured spectra. Second, differential slant column den-

sities of O4 are used as input for the aerosol extinction profile

retrieval algorithms. Third, differential slant column densi-

ties of the trace gas of interest (in this work: NO2 and HCHO)

are used as input for the trace gas profile retrieval algorithm,

together with the estimated aerosol extinction profile. In this

section each of those steps is described in more detail.

2.1 Instrument and measurement site

The MAX-DOAS instrument used in this study has been

designed and assembled by the Belgian Institute for Space

Aeronomy (BIRA-IASB), see Clémer et al. (2010). It con-

sists essentially of a telescope mounted on a sun-tracker

(which can point at any elevation and in any azimuthal di-

rection) combined with two spectrographs: one for the UV

(300–390 nm), and one for the Vis (400–720 nm). Although

the instrument is also capable of taking direct sun observa-

tions, we use here only the scattered sunlight observations

taken towards the north. The retrievals described below are

based on sequential observations at 2, 4, 6, 8, 10, 12, 15,

30 and 90◦ elevation. During the period analysed in this

work (2008–2012), the instrument was stationed at two dif-

ferent sites. First it was stationed in Beijing city centre, at

the Institute of Atmospheric Physics (IAP) of the Chinese

Academy of Sciences (39.98◦ N, 116.38◦ E). From 2010 un-

til present, the instrument was stationed about 55 km away to

the east-southeast, at the meteorological observatory in Xi-

anghe (39.75◦ N, 116.96◦ E). Compared to Beijing this site

has a more suburban character.

2.2 DOAS retrieval of differential slant column

densities

The DOAS spectral fitting method (Platt and Stutz, 2008)

is applied to the spectra measured with the UV and Vis

spectrometers. The DOAS analysis is performed with the

QDOAS software that has been developed at BIRA (Fayt

et al., 2011). Table 1 gives for some relevant parameters

the values used in both of the channels. More details of the

DOAS settings used can be found in Pinardi et al. (2013)

for the UV channel, and Hendrick et al. (2014) for the Vis

channel. Note that a scaling factor of 0.8 is applied to the

measured differential slant O4 column densities (see Clémer

et al., 2010) in order to obtain sufficient agreement between

simulations and measurements. This scaling factor is used for

both methods A and B. After the DOAS analysis the differ-

ential slant column densities corresponding to each elevation

are linearly interpolated in time (with a 20 min sampling),

such that as input for the profile retrieval code one “scan”

can be provided, as if the measurements were performed at

the same time. Since the DOAS analysis is performed with

the zenith-noon spectrum as a reference, the (interpolated)

zenith differential slant column densities of a scan is sub-

tracted from all the differential slant column densities. This

procedure reduces the sensitivity to trace gases in the strato-

sphere and upper part of the free troposphere to almost zero.

2.3 Method A – algorithm developed at BIRA

The first algorithm (method A) has been developed at BIRA

(Clémer et al., 2010; Hendrick et al., 2014; Wang et al., 2014)

and makes use of the optimal estimation method (Rodgers,

2000). Forward simulations of differential slant column den-

sities and weighting functions are performed using the LI-

DORT radiative transfer model (Spurr, 2008). Trace gas and

aerosol extinction profiles are described by partial columns

www.atmos-meas-tech.net/8/941/2015/ Atmos. Meas. Tech., 8, 941–963, 2015
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Table 1. DOAS settings used for the UV and Vis. For more details, see Pinardi et al. (2013) for the UV and Hendrick et al. (2014) for the

Vis.

UV Vis

Wavelength range (nm) 336.5–359 425–490

Cross-sections HCHO, O4, O3, NO2, BrO, Ring NO2, O4, O3, H2O, Ring

Polynomial 3rd order 3rd order

concentration

a
lt

it
u

d
e

I

II

III

IV 2.0 km 

concentration

a
lt

it
u

d
e

scale

height

Figure 1. Schematic of profile parameterizations for methods

A (left) and B (right). Method A uses 13 layers (not drawn) between

0 and 4 km. The number of free variables for method B varies, see

Table 2.

of 13 layers in a fixed altitude grid: the first 10 layers (below

2 km) each have a vertical extent of 200 m, between 2 and

3 km there are two layers of 0.5 km, and the uppermost layer

of the profile goes from 3 to 4 km. An important input pa-

rameter for retrieval model A is the a priori profile, which is

the initial profile from which the profile retrieval code itera-

tively searches for a more optimal solution. Retrieved profile

shapes can in principle be very different from the a priori,

but only if the information content of the measurements is

sufficiently high (depending on trace gas and measurement

conditions). If this is not the case, the retrieved profile shape

will be very similar to the a priori. In the original implemen-

tation of the retrieval code (Clémer et al., 2010) this a priori

profile concentration profile n(z) was described by an expo-

nential function which is characterized by a specific a priori

scale height H
prior
s :

n(z)=
NV

prior

H
prior
s

· exp

(
−

z

H
prior
s

)
. (1)

For trace gases, the profile shape is scaled such that the in-

tegrated profile corresponds to the first-order estimate of the

tropospheric trace gas column density (NV
prior), namely the

differential slant column density measurement at 30◦ ele-

vation. The corresponding geometrical differential air mass

factor (see e.g. Brinksma et al., 2008) is equal to one. For

aerosols the initial column estimate (the AOD, aerosol opti-

cal depth) was set to 0.15 for all retrievals.

A second important input parameter is the a priori error

estimate for each layer. Tests have shown that setting this

value high – this would give the algorithm most flexibility

to realize diverse profile shapes – leads to frequent retrievals

of profile shapes showing oscillations that are not likely to

be realistic. For this reason a relatively low value (20 %) of

the a priori is chosen, although this limits the potential of the

algorithm to deviate significantly from the a priori, see also

the discussion in Sect. 4.2.

Tests performed prior to the study presented here have

shown that the interplay between the a priori profile and its

error estimate, combined with the fact that the sensitivity of

MAX-DOAS decreases with altitude, leads to an undesired

effect for relatively high a priori scale heights (> 1.5 km),

namely that the retrieved tropospheric trace gas column or

AOD in the case of aerosol extinction retrieval is systemati-

cally too high.

This unwanted mechanism works as follows: for a priori

scale heights higher than 1.5 km, the exponentially decreas-

ing a priori profile does not go to (almost) zero in the upper

part of the altitude grid (4 km). Because above approximately

1.5 km the information content of the observation is low, the

retrieval will have a tendency to stay close to the a priori and

not be allowed to go to zero. As a consequence, the retrieved

profiles will have a considerable fraction of the partial col-

umn above∼ 1.5 km, even when this is not the case in reality.

This effect will lift up the mean profile height, and this goes

together with a systematic overestimation of the integrated

trace gas column (or AOD).

By modifying the definition of the a priori profile shape

such that it decreases to zero at the top of the altitude grid,

the overestimation of columns and AOD is greatly reduced.

The following profile shape definition is forced to low values

above 1.5 km and even zero at the top of the altitude grid:

n(z)=

[
NV

prior

H
prior
s

· exp

(
−

z

H
prior
s

)]
· (4− z) . (2)

Figure 2 shows a priori profile shapes obtained with this def-

inition, for H
prior
s = {0.5,1.0,1.5} km. Note that the range in

terms of H75 is different: {0.6,1.0,1.3} km.

The impact of the a priori profile shape on the retrieved

profile can be quite high. For this reason the profile retrieval

with method A is performed with three different a priori

scale heights (H
prior
s = {0.5,1.0,1.5}), leading to three ver-

sions: A1, A2 and A3. The final product that is compared to

method B is a composite of the retrievals with these three

a priori: for each retrieval quantity (see Sect. 2.6) the mean

of the values obtained with A1–A3 is taken as the solution,
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Figure 2. Method A is run with three different a priori profile shapes

(see Eq. 2), each with a different characteristic profile height (H75).

and the difference between the maximum and minimum as

the uncertainty. The reason to follow this approach is that the

impact of the a priori is substantial and there is no external in-

formation available instead which justifies the choice for one

specific a priori. Tests have indicated that errors estimated in

this way are in general considerably larger than the smooth-

ing error, a commonly used parameter in the optimal estima-

tion framework to quantify the impact of the a priori on the

retrieval error (Rodgers, 2000). The relative smoothing error

per layer is typically less than 20 %, for both the aerosol ex-

tinction and the trace gas retrieval. The a priori based error

is about 1.6 times higher in case of the aerosol extinction re-

trieval and about 4.8 times higher in case of the NO2 retrieval

(both numbers are median values).

2.4 Method B – algorithm developed at KNMI

The profile retrieval approach of method B (Vlemmix et al.,

2011) is quite different from method A: it makes use of a pro-

file shape parameterization with just a few (2–4) free param-

eters; forward simulations are performed by making use of

a look-up table which has been created with the Doubling

Adding KNMI (DAK) radiative transfer model (De Haan

et al., 1987; Stammes et al., 1989); a standard least-squares

algorithm is used, without any form of regularization. The

main reason to use a low number of free parameters is that

the information content of MAX-DOAS observations with

respect to the vertical distribution of aerosols and trace gases

is quite limited (see Fig. 3). With a suitable choice of free pa-

rameters a sufficiently wide range of possible profile shapes

can be retrieved, especially in combination with the ensemble

approach described below. Compared to the description in

Vlemmix et al. (2011) the algorithm has been modified in the

following ways: the profile shape parameterization is slightly

different, this is described below; the look-up table is com-

piled to allow for more extreme aerosol optical thicknesses

(τ ) needed in China with τ = 3.2 as maximum; the look-

up table is expanded with a UV component (central wave-

Hs
prior

0.5 km

1.0 km

1.5 km

Figure 3. Histograms showing the degrees of freedom for signal

(DOFS) for the profile fits obtained with methods A1–A3, based on

all MAX-DOAS scans analysed for the Xianghe station. The up-

per row shows results for the UV, the bottom row shows results

for the Vis. The dashed line indicates the threshold that is used for

the quality control: retrievals with DOFS< 1 are excluded from the

comparison.

length: 360 nm); no correction is applied to compensate for

the temperature dependence of the differential cross-section

of NO2 (similar strategy for method A) – a fixed temperature

is used (296 K). This will affect the accuracy of both retrieval

methods similarly. The up to four free parameters that are

used to parameterize the profile (see Fig. 2) are: (i) the tropo-

spheric column density for trace gases and the AOD in case

of aerosols; (ii) the top height of the mixing layer; (iii) the

“shape parameter”, which determines the linear increase or

decrease of the trace gas concentration or aerosol extinction

in the mixing layer; (iv) the fraction of the total trace gas

column density which resides (uniformly distributed) in the

layer starting at the top of the mixing layer up to 2 km above.

The vertical extent of this layer varies with parameter (ii).

Parameter (iv) replaces the free tropospheric layer which in

the earlier version of the algorithm (Vlemmix et al., 2011)

was put at a fixed altitude. Parameter (iii), already tested and

introduced as part of a sensitivity study in Vlemmix et al.

(2011) is also newly applied here.

An important characteristic of this profile shape parame-

terization is that with parameter (ii) it can mimic the dynamic

behaviour of the cloud-free boundary layer, which can be

very shallow in the morning (especially after a cold, cloud-

free night with little wind) and become quite deep during

the day, especially in summer. Parameter (iii) is included es-

pecially to allow for profile shapes which peak at higher alti-

tudes (e.g. somewhere near the top of the mixing layer). With

parameter (iv) elevated trace gas concentrations at higher al-

titudes can be described. From Vlemmix et al. (2011) it is
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known that the accuracy of this part of the profile is gen-

erally low. For the aerosol extinction profile retrieval, pa-

rameter (iv) is not used for practical reasons (computation

time). As a consequence it is not possible to perform accurate

aerosol extinction profile retrievals under measurement con-

ditions with elevated aerosol layers above the mixing layer

– aerosol extinction profiles which peak near the top of the

mixing layer can be described with the shape parameter (iii).

Such cases are however indicated by high values of χ2 and

can therefore be flagged (or excluded), see below. The cost

function used for method B is defined as

χ2
=

8∑
i=1

1NS
αi
− 1̂NS

αi

εαi

2

, (3)

where 1NS
αi

is the measured differential slant column den-

sity for elevation i, 1̂NS
αi

is the simulated differential slant

column density and εαi is the error estimate for the differen-

tial slant column density. Due to the low number of free pa-

rameters used in method B (2 to 4), it is more difficult to get

optimal agreement between simulations and measurements

(i.e. to obtain low residuals) than with method A (13 profile

layers). Therefore, and also because there is no a priori to fall

back on, the individual retrievals with method B tend to be

more unstable with respect to one or more retrieval parame-

ters.

It is important to note that this instability is not necessarily

an unwanted effect: it is an expression of the fact that (un-

der some conditions) the MAX-DOAS observations contain

very limited information about the profile shape. For such

conditions it is desirable to have a good estimate of the un-

certainty. This is obtained by making use of an ensemble ap-

proach: the retrieval code is run 50 times, each time with

slightly different input. The differential slant column den-

sity measurements are perturbed by adding Gaussian noise

with a standard deviation corresponding to 10 % of the origi-

nal differential slant column density (obtained with the semi-

simultaneous zenith measurement). For each scan an ensem-

ble of solutions is obtained, and for each retrieval quantity the

median is taken as the final result. The width of the distribu-

tion for each parameter (e.g. described by the end of the first

and beginning of the fourth quartile) provides an estimate for

the retrieval uncertainty. Note however, that this retrieval un-

certainty does not account for the uncertainty with respect

to the profile shape parameterization. For this reason the re-

trieval is run for several profile shape parameterizations at the

same time (see Table 2) and a composite retrieval product is

constructed a posteriori. A posteriori selection of plausible

profile shape parameterizations (among B1–B4) is done by

considering the distribution of the reduced χ2 (χ2
ν ). This pa-

rameter is defined as

Table 2. Retrieval with method B is performed for different com-

binations of free parameters which describe the profile shape. See

also Fig. 1.

Profile Free parameters

parameterization included

B1 I, II

B2 I, II, III

B3 I, II, IV

B4 I, II, III, IV

χ2
ν =

χ2

(N −M)
, (4)

whereN is the number of observations (differential slant col-

umn densities at various elevations) minus the number of

model parameters (i.e. 2 to 4). If the median value of the χ2
ν

distribution (after 50 runs) for a certain profile shape parame-

terization is approximately equal to one, then the selected re-

trieval model is capable of producing simulations that agree

with the observations within the estimated measurement er-

ror.

After the algorithm is run 50 times for all four models,

it is determined which models are included in the a poste-

riori composite retrieval product, namely all models which

have a median χ2
ν < 1.5. For each model individually the

retrieval outcomes for a certain quantity (e.g. surface con-

centration) is defined as the median value of the distribution

(after 50 runs) for that particular quantity. The lower limit of

the corresponding uncertainty estimate is defined as the value

which marks the transition from the first to the second quar-

tile of the distribution. The upper limit is defined similarly

as the value which marks the transition from the third to the

fourth quartile of the distribution. This implies that 50 % of

the retrievals is within the error bar. The composite product is

constructed simply by averaging the medians of the selected

models, and the error bars are constructed by averaging the

lower limits and upper limits separately. The procedure that

is followed here (including all models among B1–B4 which

have sufficiently low median of χ2
ν ) yields a more realistic

uncertainty estimate than if only the model with lowest me-

dian χ2
ν would be used, because it takes into account the un-

certainty with respect to the profile shape.

2.5 Selection criteria and uncertainty estimates

Comparison of methods A and B is done only for profile pairs

which satisfy three criteria: they should pass the quality con-

trol criteria of method A, and those of method B, and they

should coincide with AERONET observations. The third cri-

terion provides an indirect way of selecting cloud-free peri-

ods. MAX-DOAS profiles are only included in the compar-

ison if at least three AERONET level 2.0 (cloud screened,
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Hs
prior

0.5 km

1.0 km

1.5 km

Figure 4. Histograms of residuals of the profile fits obtained with

methods A1–A3, based on all MAX-DOAS scans analysed for the

Xianghe station. The upper row shows results for the UV, the bottom

row shows results for the Vis. The dashed line indicates the thresh-

old (0.1, or −1 on a logarithmic scale) that is used for the quality

control: retrievals with residuals above this threshold are excluded

from the comparison.

quality controlled) measurements are taken within an hour

around the MAX-DOAS measurement. Quality control for

method A is based on two quantities: the size of the residual

of the profile fit and the degrees of freedom for signal (DOFS,

see Rodgers, 2000). The residuals are defined as the sum of

squared differences between simulations and measurements,

divided by the simulated differential slant column density for

an elevation of 30◦ (this quantity provides a first-order esti-

mate of the tropospheric vertical column density):

δ =

8∑
i=1

1NS
αi
− 1̂NS

αi

1̂NS
αi=8

2

. (5)

Figures 3 and 4 show the histograms of these two parameters

before the quality control is applied. These figures illustrate

clearly that in general profile retrieval is more challenging

for HCHO than for NO2: the DOFS for HCHO are often well

below 2, whereas for NO2 the DOFS are often > 2. Also the

residuals for HCHO are considerably higher for a consider-

able fraction of all data (note that Fig. 4 shows the logarithm

of the residual). The same is illustrated in Fig. 5: the averag-

ing kernels for HCHO are lower than for NO2 and are less

orthogonal with respect to one another. Profile pairs of A and

B are excluded from the comparison if the minimum value

of the DOFS is < 1 for one or more of the models A1–A3.

Also they are excluded if the maximum residual of A1–A3 is

larger than 0.1. Quality control for method B consists of se-

lecting only those profiles where the median value of the re-

duced χ2
ν for the profile fit of method B is < 1.5. For aerosol

0.1 km

0.3 km

0.5 km

0.7 km

0.9 km

1.1 km

Figure 5. Examples of averaging kernels for retrievals performed

with method A, both for the UV (left column) and Vis (right col-

umn). The upper row shows averaging kernels for low AOD (rep-

resentative for the winter season), the bottom row for high AOD

(representative for the summer season).

extinction only the median χ2
ν of the aerosol extinction pro-

file fits is considered, for the trace gas retrieval also the me-

dian χ2
ν of the trace gas profile fits.

The impact of the quality control criteria defined above is

discussed in Sect. 4.1.

2.6 Retrieval quantities

We compare results mostly based on three quantities: the tro-

pospheric vertical column densities (NV), the concentration

(nsurf) or volume mixing ratio (Xsurf) of trace gases near the

surface and the characteristic height (or H75, see Sect. 1)

of the retrieved profile. Similar quantities are used in the

case of aerosols: aerosol optical depth (τaer), aerosol extinc-

tion near the surface esurf, and H75. A fourth quantity that is

used is the a posteriori scale height (not to be confused with

the scale height of the a priori profile of method A (H
prior
s ),

see Sect. 2.3). This a posteriori scale height H
post
s is a first-

order profile height estimate derived from column density (or

AOD) and surface concentration (or aerosol extinction):

H
post
s =

NV

nsurf

(6)

for the trace gases, and

H
post
s =

τ

esurf

(7)

for aerosols. The reason to consider this first-order profile

height estimate in addition to H75 is that, as will be shown

in Sect. 3.2, for method A it depends less on the a priori
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Figure 6. Examples of NO2 profiles retrieved with method A – grey (Hs = 0.5 km) and black (Hs = 1.5 km) – and method B – parameteri-

zations B1–B4 (see Fig. 1 and Table 2) shown in red, blue, orange and light blue respectively.

than H75. This indicates to some extent that the measure-

ments contain information about the profile height that is not

extracted in an optimal manner in this particular retrieval set-

up.

3 Results

3.1 Example day

Figures 6–8 show retrieval results for 19 May 2012. The in-

dividual profiles obtained with method A and B (Fig. 6) show

good agreement in the sense that in the morning they are all

quite low, and in the afternoon they are all quite high. Nev-

ertheless, this example also illustrates that retrieved profile

shapes can be very different: not only do the four versions

of method B show considerable differences but so do the

two versions of method A, especially those retrieved after

12:00 p.m. LT (bottom row).

Time lines for the different quantities that can be derived

from the profile retrieval are shown in Fig. 7 for the same ex-

ample day. Both for the aerosol extinction retrieval (left col-

umn) and the NO2 retrieval (right column) the χ2
ν are quite

low for most of the day, indicating a good quality of fit. On

this particular day, the retrievals agree quite well for most

quantities, especially for the column densities (row 1) and

surface concentrations (row 3). Agreement is worst forH
NO2

75

and H
NO2
s in the afternoon, where method B occasionally

shows much higher values. This is a consequence of the fact

that the retrieval is not regularized, in combination with rel-

atively low surface concentrations in the afternoon. Because

the surface concentration is the denominator in Eq. (6), one

can understand that a small change (error) in the surface con-

centration can lead to a much larger change in H
NO2
s . This

figure also clearly demonstrates the potential impact of dif-

ferent profile shape assumptions on H
NO2

75 .

Figure 8 shows results for the same day, but this time

for the aerosol extinction and HCHO retrieval in the UV. In

general there is much more disagreement compared to NO2.

There is on this day almost no retrieval where the agreement

is good for all quantities at the same time. The agreement be-

tween most quantities is especially low between 10:00 a.m.

and 4:00 p.m. LT. High values for χ2
ν in the aerosol extinc-

tion retrieval indicate that the retrieval with method B is not

successful and therefore this period is flagged with grey bars

on top of each figure. Quite remarkable is the disagreement

in terms of HCHO column densities in the remaining part of

the day (before 10:00 a.m. and after 4:00 p.m.). In the morn-

ing of this day the higher column densities (for method B

compared to A) seem to go along with higher HHCHO
75 .

3.2 Statistical analysis

Results of both retrieval methods are compared for 16 quan-

tities in terms of correlation, slope and intercept of linear fit,

and median, mean and standard deviation of relative differ-

ences, see Table 3. The comparison of 12 of these quantities

is also shown in Figs. 10, 14, 15 and 21. We will discuss these

results separately in terms of tropospheric column densities

(AOD for aerosols), profile heights and surface concentra-

tions (or aerosol extinction).

3.2.1 Tropospheric column densities

Figure 9 shows the monthly median values for the column

quantities: AOD, tropospheric NO2 and HCHO column den-
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DOFS A1 DOFS A3 χχχχ2
B1 χχχχ2

B2 χχχχ2
B3 χχχχ2

B4DOFS A1 DOFS A3 χχχχ2
B1 χχχχ2

B2

{B1-B4} only simplest model where χχχχ 2<1.5

{B1-B4} composite of all models where χχχχ 2<1.5

A1

A3

Figure 7. Example of quantities derived from the profile retrieval in the Vis (Xianghe, 19 May 2012). The left column shows the results of

the aerosol retrieval, the right column shows results for the NO2 retrieval. Grey horizontal bars above each panel indicate periods that are

flagged because of high values of χ2 in the aerosol or in the trace gas retrieval.

sities. Note that measurements before 2010 are made in Bei-

jing. From 2010 onwards, the observations are made in Xi-

anghe. A clear seasonal cycle with a winter minimum of

about 5×1015 moleccm−2 and a summer maximum roughly

five times as high can be seen for HCHO. Compared to

NO2 and aerosols, the variability per month is quite small.

A weaker, but similar seasonal cycle can be seen for aerosols,

with typical winter values around 0.2 and a summer median

between 0.5 and 1.0. For NO2 the seasonal cycle of monthly

median values is quite weak as well. Winter medians are

roughly between 20× 1015 and 30× 1015 moleccm−2, sum-

mer medians between 10× 1015 and 20× 1015 moleccm−2.

Noteworthy is the fact that especially the peak values in win-

ter can be high with values above 100× 1015. Peaks in tro-

pospheric NO2 column densities in midsummer do not ex-

ceed 30× 1015. Figure 10 and Table 3 show that very good

agreement is found for tropospheric NO2 column densities.

The standard deviation of relative differences is however

considerable: almost 10 %. The third and fourth columns of

Fig. 10 show that the relative difference increases with in-

creasing tropospheric column density and with increasing

profile height. Also for tropospheric HCHO column densi-

ties the agreement is good. Relative differences are however

considerably larger than for NO2. The dependence of relative

differences on the tropospheric column density itself (second

row, third column) shows opposite behaviour as for NO2,

whereas the dependence of relative differences on the pro-

file height shows a similar increase as for NO2. Despite the

quite high correlation found for the AOD, the agreement be-

tween method A and B is moderate, with slopes 1.20 (UV)

and 1.39 (Vis) and substantial mean relative differences. Fig-

ure 10 (bottom row) shows for the Vis that these differences

in AOD are strongly related to the difference in aerosol ex-

tinction profile height, but also tend to increase with the AOD

itself. The agreement between method B and AERONET

is much better, which provides confidence in the AOD re-

trievals obtained with method B. The frequency distributions

of AERONET and AODs retrieved with method B show good

agreement and differ with respect to method A in the fact that

they include much more cases with AOD between 1.5 and
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DOFS A1 DOFS A3 χχχχ2
B1 χχχχ2

B2 χχχχ2
B3 χχχχ2

B4DOFS A1 DOFS A3 χχχχ2
B1 χχχχ2

B2

{B1-B4} only simplest model where χχχχ 2<1.5

{B1-B4} composite of all models where χχχχ 2<1.5

A1

A3

Figure 8. Example of quantities derived from the profile retrieval in the UV (Xianghe, 19 May 2012). The left column shows the results of

the aerosol retrieval, the right column shows results for the HCHO retrieval. Grey horizontal bars above each panel indicate periods that are

flagged because of high values of χ2 in the aerosol or in the trace gas retrieval.

Figure 9. Time series of individual data points and monthly medians of AOD (Vis), and tropospheric column densities of NO2 and HCHO,

obtained with method A. The black dots refer to individual profiles and the red lines refer to monthly medians. AOD from AERONET is

shown in green (upper row). In 2008/2009 the instrument was installed in Beijing; from 2010 onwards it was stationed in Xianghe.

Atmos. Meas. Tech., 8, 941–963, 2015 www.atmos-meas-tech.net/8/941/2015/



T. Vlemmix et al.: Comparison of profile retrieval algorithms for MAX-DOAS 951

Table 3. Statistical comparison of methods A and B. The last two columns refer to median, mean and standard deviation (SD) of percentage

relative differences (RD). The linear fit results are defined for method A on the abscissa. Relative differences have a sign determined by B

− A. Note that the intercepts have unit km for H75 and H
post
s , unit 1015 moleccm−2 for the tropospheric column densities, unit ppb for the

volume mixing ratio (vmr) near the surface, and unit km−1 for the aerosol extinction near the surface.

Quantity N Corr. Slope Interc. Median (mean) of RD (%) SD of RD (%)

UV, aerosols

AOD 2734 0.92 1.20 −0.02 17.16 (22.81) 24.92

H75 2723 0.77 4.08 −2.42 7.55 (6.69) 47.17

H
post
s 2735 0.88 1.50 −0.37 10.92 (10.25) 25.91

Extinction near surface 2734 0.93 1.12 0.01 11.44 (14.93) 20.07

UV, HCHO

Trop. column density 2509 0.95 1.02 0.67 9.64 (9.43) 12.14

H75 2498 0.67 7.47 −5.33 22.34 (15.65) 36.93

H
post
s 2498 0.77 3.01 −1.47 41.96 (37.87) 35.57

vmr near surface 2504 0.80 0.95 −0.32 −23.03 (−20.70) 27.71

Vis, aerosols

AOD 4001 0.91 1.39 −0.05 18.26 (23.07) 23.54

H75 3936 0.62 2.82 −1.31 5.67 (2.74) 43.63

H
post
s 3821 0.63 1.20 0.11 12.65 (14.40) 36.64

Extinction near surface 3907 0.93 1.33 −0.08 11.24 (10.27) 30.43

Vis, NO2

Trop. column density 3360 0.99 1.03 −0.56 0.51 (0.25) 9.26

H75 3298 0.76 1.44 −0.20 8.71 (6.51) 33.18

H
post
s 3309 0.80 1.79 −0.35 18.71 (17.30) 38.03

vmr near surface 3313 0.76 1.16 −2.25 −11.82 (−7.92) 32.97

3.5. But for the highest 25 % of characteristic profile heights,

method B seems to overestimate the AOD systematically by

about 20 %. Figure 11 shows for NO2 and HCHO the relation

between AOD (as measured by AERONET) and tropospheric

trace gas column densities for different seasons. There are

clear seasonal differences with largest differences for NO2

vs. AOD between summer and winter. The two models show

good agreement, with only moderate systematic differences

for HCHO column densities in spring and summer. This is

in line with the example day (Fig. 8) which shows consider-

able differences between tropospheric HCHO column densi-

ties retrieved by methods A and B. Note that on this exam-

ple day the AOD is high, and the differences in characteris-

tic HCHO profile height are considerable. The quite linear

relationship between NO2 and AOD, and HCHO and AOD

illustrate that trace gas emissions are often accompanied by

aerosol emissions. From that perspective the flattening of the

curves for high AODs (mainly in summer and autumn) is

remarkable. Possibly this is related to aerosols from natu-

ral sources (dust), emissions of which do not go along with

emissions of trace gases. Another explanation would be that

high AODs cause systematic underestimation of the tropo-

spheric column density, but the flattening of the curves is not

seen in winter and spring, even for higher AODs.

3.2.2 Profile heights

Figures 12 and 13 show for methods A and B monthly me-

dian values of characteristic heights, with a distinction be-

tween retrievals before 10:00 a.m. (red) and retrievals after

12:00 p.m. (blue). For all three species and both retrieval

methods, we find higher profiles in the afternoon than in

the morning, especially with method B. Only for HHCHO
75

obtained with method A are the differences between morn-

ing and afternoon negligible. This is most likely an arte-

fact, which is also seen in Fig. 14, and which is discussed

in Sect. 4.2. The morning–afternoon differences found in

all other cases are qualitatively in agreement with the ex-

pected diurnal variation in the mixing layer height, and pro-

vide a first-order check to see if the algorithms behave as

expected. Variability per month and between months is how-

ever much larger with method B. Highest monthly median

characteristic profile heights are found with method B for

aerosol extinction profiles in summer. This is in agreement

with the general expectation that mixing layers are more

shallow in winter and grow deeper in summer (see e.g. Luo

et al., 2014). That this effect is weaker for NO2 might be re-

lated to the shorter lifetime of NO2 in summer which lim-

its the effective transport of NO2 from the surface to the
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Figure 10. Statistics of column density retrievals. The three rows refer to tropospheric column densities of NO2, HCHO and aerosols

respectively. Left column: frequency distributions obtained with method A (blue) and B (red). Second column: frequency distribution of

relative differences (B minus A). Lines in orange indicate the quartiles. Column 3: relative difference sorted as a function of the tropospheric

column density (AOD for row 3) where the three bins refer to the lowest 25 %, middle 50 % and highest 25 % respectively. Column 4: similar

to column 3, but here sorted as a function of the profile height (H75). The grey line on the bottom row refers to AODs from AERONET. The

relative differences indicated in grey (bottom row, columns 2–4) refer to method B minus AERONET.

higher parts of the mixing layer, see also Halla et al. (2011)

and Mendolia et al. (2013). Figure 14 and Table 3 show

that the agreement between the two methods in terms of

profile heights is considerably lower than the agreement in

terms of column densities, which is to be expected because

the information content of MAX-DOAS with respect to the

vertical distribution is limited. The best agreement is found

again for NO2, with for the profile heights correlation 0.76,

slope 1.44, intercept −0.20 km, and mean relative difference

6.51 %. The standard deviation of relative differences is high:

33.18 %. It can be seen in Fig. 14 that the dynamic range of

NO2 profile heights found with method A is somewhat lower

than with method B. In particular, the fraction of profiles with

height above 1 km is significantly higher with method B. For

the HCHO profile height we have correlation 0.62. This is

quite surprising because the dynamic range of profile heights

found with method A is very small compared to method B

and this also explains the exceptional slope (7.47) and in-

tercept (−5.33 km). Even though no independent data are

available, it is quite safe to conclude that this very limited

dynamic range is unrealistic, and therefore these HCHO pro-

files should be used and interpreted with great care. As a re-

sult of this effect, it is difficult to judge the quality of the

HCHO profile heights obtained with method B. One can see

that here the dynamic range is comparable to that of NO2 and

aerosols, but the mode of the histogram has shifted to higher

altitudes compared to NO2. Also for aerosols (Vis) the dy-

namic range found with method A is limited compared to

method B. The correlation (0.62) is somewhat lower than for

NO2 and HCHO, but the slope and intercept are less extreme

than for HCHO (2.82 and −1.31 respectively). Figure 15

demonstrates that in terms of the other estimator of the av-

erage profile height (H
post
s ) the agreement between methods

A and B is better. Especially for HCHO, the slope is less ex-

treme for H
post
s than for H75 which is in line with the higher

dynamic range seen for method A in Fig. 15 compared to

Fig. 14. We see a similar effect for aerosols. This might indi-

cate a retrieval artefact for method A which means that infor-

mation about the profile height that is actually contained in

the MAX-DOAS measurements is not efficiently converted

into a noticeable effect on H
NO2

75 .
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Method A

Method B

Figure 11. Median values of the tropospheric NO2 column (upper row) and HCHO column (bottom row) for a range of AOD bins, specified

per season.

Figure 12. Time series of individual data points and monthly medians of profile heights (H75) for aerosol (Vis), NO2 and HCHO obtained

with method A. The black dots refer to individual profiles. The red and blue lines refer to monthly medians for the morning (all observations

before 10:00 a.m.) and afternoon respectively (all observations after 12:00 p.m.).

A different view on the quality of the profile height re-

trieval obtained with both methods is given by Fig. 16. From

the left panel we can conclude that for both methods the in-

ternal consistency (UV vs. Vis) of aerosol extinction profile

heights below 1.5 km is quite good, especially for method A.

Above 1.5 km we have only very few cases with method A,

and all of these cases show a strong bias between UV and Vis.

For method B the bias appears to be quite constant over the

entire range, with UV profiles that are approximately 25 %

lower than profiles in the Vis. The middle panel of Fig. 16

shows a comparison of NO2 and aerosol extinction profiles.

In contrast to aerosols, we do not expect a strong agreement

beforehand. What we hope to see, and this is partially the

case, is that the general pattern is similar for both methods.

Below 1.5 km the agreement is remarkably good, and this is

certainly a confirmation that the results obtained with both

methods make some sense. As mentioned before, the limited

dynamical range of method A makes it almost impossible to

draw conclusions on the reliability of profile heights above

1.5 km found with method B. Nevertheless, a possible expla-
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Figure 13. Similar to Fig. 12, but now for method B.

Figure 14. Statistics of characteristic profile height retrievals. The three rows refer to profile heights (H75) of NO2, HCHO and aerosols

respectively. Left column: frequency distributions obtained with method A (blue) and B (red). Second column: frequency distribution of

relative differences (B minus A). Lines in orange indicate the quartiles. Column 3: relative difference sorted as a function of H75 where the

three bins refer to the lowest 25 %, middle 50 % and highest 25 % respectively.
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Figure 15. Similar to Fig. 14, but here for the a posteriori scale

height (H
post
s , Eqs. 6 and 7). The three rows refer NO2, HCHO and

aerosols respectively. Left column: frequency distributions obtained

with method A (blue) and B (red). Second column: frequency distri-

bution of relative differences (B minus A). Lines in orange indicate

the quartiles.

nation for the bias between NO2 and aerosol extinction pro-

file heights in this regime is the same as mentioned earlier:

higher aerosol extinction profiles occur in summer, but then

the lifetime of NO2 can be very short, which leads to more

shallow NO2 profiles.

Figure 17 shows for different seasons the characteristic

aerosol extinction, NO2 and HCHO profile heights as a func-

tion of the AOD. For aerosol extinction profile heights, we

see a much stronger seasonal cycle with method B than with

method A. In principle a seasonal cycle is also expected:

higher boundary layers occur in summer, when the thermal

convection is strongest. A possible interpretation of the re-

sults seen on the top row (decline of H aer
75 with increasing

Method A

Method B

Figure 16. Three binned scatter plots: aerosol profile heights re-

trieved in the Vis, vs. profile heights retrieved in the UV (left),

aerosol profile height retrieved in the Vis vs. NO2 profile heights

(middle), aerosol profile heights retrieved in the UV vs. HCHO pro-

file heights (right). Note that models A and B have very different

frequency distributions of characteristic profile heights for the three

constituents, see Fig. 14.

AOD) is that growth of the boundary layer through convec-

tion is weakened by the presence of high aerosol loadings

(see also Barbaro et al., 2013). Without independent simul-

taneous observations with other techniques, it can however

not be excluded that this effect is related to the measurement

technique itself (i.e. a retrieval artefact). Method B shows

a weaker seasonal variation in NO2 than in aerosol extinction

profile heights and highest NO2 profiles occur in spring. This

might be due to the fact that in spring the NO2 lifetime is not

as short as in summer (allowing more time for vertical trans-

port), whereas at the same time vertical transport through

convection is stronger than in winter. Results for HCHO are

more difficult to interpret. Because the lifetime is longer than

for NO2, and because formaldehyde sources can be biogenic

and anthropogenic (the relative contribution varies by sea-

son) the profile shapes can be very different from those of

NO2. A quantity that is especially important in the context

of satellite validation and satellite retrievals is the relative

difference in NO2 and aerosol extinction profile height. The

impact of the relative characteristic profile heights on the

slant column density measurement can be high, and lead to

systematic biases if not accounted for in the retrieval. This

quantity is shown for both methods as a function of season

in Fig. 18 (also for HCHO). Similar as for the characteristic

heights themselves, we see in Fig. 18 a higher dynamic range

for method B than for method A. This is partly explained by

the lower stability of method B, but also by the ability to re-

trieve a wider range of profile heights. Both methods detect in

spring higher characteristic aerosol than NO2 profile heights.

In summer method B finds systematically higher values for

H aer
75 −H

NO2

75 than method A. In winter and autumn, the sys-

tematic bias between H aer
75 and H

NO2

75 is smaller. As argued

above, results for HCHO are more difficult to interpret (be-

cause of the artefact affecting the retrieval with method A).

However, based on the results obtained with method B it ap-

pears as if aerosol extinction profiles are higher than HCHO

profiles in spring and summer, and lower in fall and winter.
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Method A

Method B

Figure 17. Median values of the characteristic profile height (H75) for aerosols (upper row), NO2 (middle row) and HCHO column (bottom

row) for a range of AOD bins, specified per season.
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Figure 18. Box plots of difference between aerosol and trace gas

profile heights (NO2 left, HCHO right), specified per season and

retrieval method.

3.2.3 Aerosol extinction and trace gas volume mixing

ratios near the surface

Seasonal variations of volume mixing ratios and aerosol ex-

tinction near the surface are shown in Figs. 19 and 20 for

methods A and B respectively. For NO2 a systematic differ-

ence is seen between morning and afternoon values, and this

is clearly related to the dynamics of the mixing layer. For

aerosols a similar effect is found. For HCHO however, this

contrast is almost absent. This is related to fact that HCHO

profiles shapes retrieved with method A show almost no de-

viation from the a priori (Sect. 3.2.2). As a consequence, the

main driver of the surface concentration is the tropospheric

column density of HCHO. This explains why for HCHO re-

trieval with method A the seasonal variation in volume mix-

ing ratios is so similar to the seasonal variation in column

densities. For method B (not shown) the results are quite dif-

ferent in winter months, when morning values are about three

to four times higher than afternoon values of the HCHO vol-

ume mixing ratio. In summer months, this effect appears to

be less pronounced, unlike for NO2. It is difficult to draw

conclusions based on method B only, but this weaker diur-

nal variation in HCHO surface volume mixing ratios com-

pared to winter could indicate that in summer local emissions

on the surface have a relatively small impact. Based on this

data set only, it can however not be excluded that absence

of a strong morning–afternoon contrast for HCHO volume

mixing ratios in summer is an artefact of the retrieval. Fig-
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Figure 19. Time series of individual data points and monthly medians of near-surface aerosol extinction (upper row) and volume mixing

ratios for NO2 and HCHO (bottom row), retrieved with method A. Red refers to morning observations, blue to afternoon observations.

ure 21 shows the results of the comparison of methods A and

B in terms of trace gas volume mixing ratios and aerosol ex-

tinction near the surface (lowest profile layer). In contrast

with the results found for the profile heights, the agreement

is reasonable, with quite similar histograms for all three con-

stituents. Nevertheless, the systematic relative differences are

considerable. For NO2 we have a mean relative difference of

−7.92 % with a standard deviation of 32.97 %. For HCHO

the relative differences are larger (−20.70,±27.71 %) which

is mostly explained by the differences in profile shape, be-

cause in terms of column densities the relative difference is

smaller and of opposite sign (9.43 %). With respect to aerosol

extinction near the surface, the agreement between methods

A and B is good, with correlation 0.93, slope 1.33 and inter-

cept −0.08. The mean relative difference is however consid-

erable (10.27 %) and the standard deviation of relative differ-

ences is high: 30.43 %.

4 Discussion

In this section we address the main question of this paper:

what can be concluded on the quality of aerosol extinction

and trace gas profiles retrieved from MAX-DOAS observa-

tions. We begin with a discussion of strength and weaknesses

of both profile retrieval methods, draw conclusions, and then

give recommendations for improvements and use.

4.1 Impact of quality control

The ideal selection of high-quality data for this comparison

study would be based on a validated cloud screening method

which performs well under a wide range of aerosol condi-

tions. Such a method was not available when this study was

started (in the meantime promising results have been pub-

lished by Wagner et al., 2014, and Gielen et al., 2014). There-

fore a pragmatic approach was chosen, see Sect. 2.5. A disad-

vantage of this approach is that a high number of retrievals is

rejected. For example, there are many cases where the trace

gas retrieval is rejected (despite a proper χ2
ν ) because the χ2

ν

in the aerosol extinction retrieval is not sufficiently low. The

criterion used might be more appropriate for a quality con-

trol intended for profiles – and for that reason it is used in

this work – but it is probably too strict for a quality con-

trol intended for column densities only. Several tests have

been performed to check the robustness of findings reported

in this paper after changing the selection criteria. For ex-

ample, the criterion on χ2
ν has been relaxed to χ2

ν < 5 and

the number of AERONET observations in the same hour is

lowered from 3 or more to 2 or more. This leads roughly

to two times more aerosol extinction profile pairs (see sec-

ond column of Table 3) and roughly two and a half and three

times more profile pairs for HCHO and NO2 respectively.

The impact of these relaxed settings is considerable for the

aerosol extinction retrieval (e.g. mean relative difference in

H aer
75 increases from 2.74 to 12.35 %), but quite small for the

trace gas retrieval. For example, the mean relative difference

in H
NO2

75 increases from 8.71 to 9.85 %, and the mean rela-

tive difference in the volume mixing ratio for NO2 decreases

from −7.92 to −4.4 %, which is a small change compared to

the standard deviation (32.97 %). There are no sign changes

for quantities in Table 3 that are significantly different from

zero. It should be noted that the results for the aerosol ex-

tinction retrieval obtained with these relaxed constraints are

clearly considered to be less representative for ideal clear sky

conditions. With every set of quality criteria, the results pre-

sented here will change slightly (largely due to a different the

sampling of the full data set), however the settings used here

are considered to be a reasonable balance between maintain-
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Figure 20. Time series of individual data points and monthly medians of near-surface aerosol extinction (upper row) and volume mixing

ratios for NO2 (middle row) and HCHO (bottom row), retrieved with method B. Red refers to morning observations, blue to afternoon

observations.

ing sufficient data pairs and rejection of data pairs which are

likely to be affected through clouds.

4.2 Strength and weaknesses

In Sect. 3.2 it was shown that both methods show good agree-

ment in terms of tropospheric NO2 and HCHO column den-

sities: the correlation is high, the slopes of linear fit are close

to 1 and the intercepts are relatively close to zero. The agree-

ment of characteristic profile heights is reasonable for NO2

and aerosols, despite clear biases, especially above 1.5 km.

The main strength of method A is its robustness (stability).

This is a clear advantage especially when differential slant

column densities are close to the detection limit, or when the

assumptions that are made about fixed parameters (or cloud-

free conditions) do not hold. In such cases, the retrieval can

rely on the a priori. The characteristic profile height retrieval

with method B is only stable under cloud-free conditions,

and if assumptions about fixed parameters are not too far

from the truth. The number of profiles which passes the qual-

ity control (Sect. 2.5) for method B is significantly smaller

than for method A. A disadvantage of method A is that the

combination of a profile parameterization based on 13 layers

and a relatively low information content of the MAX-DOAS

observations forces one to take measures to stabilize the re-

trieval. These measures are: (1) a relatively conservative es-

timate of the a priori error (for each profile layer 20 % of the

a priori profile estimate) and (2) a profile which decreases to

zero rapidly above 1 km. A consequence of this approach is

that the absolute values of the a priori error estimate become

very low above 1 km. This is believed to be the main reason

why it is almost impossible to retrieve profiles with a char-

acteristic height (H75) much higher than that of the a priori.

In most cases sufficient agreement between observations and

simulations can be achieved by modifying the profile shape

(compared to the a priori) only below 1.0 km. This explains

why for retrieved NO2 profiles reduction ofH75 compared to

the a priori is seen much more often than increase. This is not

seen for HCHO. For HCHO it appears that the information

content is too low to obtain profiles (with method A) which

deviate much from the a priori. A strong aspect of method B

is that it can realize a high range of quite different profile

shapes, with just a few free parameters. It can more easily

realize profiles which have a characteristic height (H75) well

above 1.0 km. In this study, it is however not possible to fully

judge the quality of these profiles because these cannot be re-

trieved with method A. Nevertheless, the monthly averaged

morning to afternoon difference in profile height and the sea-

sonal cycle of aerosol extinction profile heights (Fig. 13) cor-

respond to the expected behaviour and this is at least an in-

direct indication of the quality of the profiles obtained with

method B. Independent (e.g. lidar) observations at the same

measurement site would be needed to say more about the

quality of individual profiles.

This study also makes clear that the main disadvantage of

method B is its instability, despite the limited number of free

parameters and the ensemble approach. Note however that

the retrieval is certainly not always unstable, see for example

the retrievals in the Vis on 15 May 2012 (Fig. 7). The advan-

tage of the ensemble approach taken with method B is that

most often the instabilities go along with high-uncertainty

estimates, and this provides a means for additional quality

control. Unlikely retrievals with a low-uncertainty estimate

occur also, but these can most often be excluded based on

high values for χ2, either in the aerosol or in the trace gas

part of the retrieval.
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Figure 21. Statistics of near-surface concentration retrievals. The three rows refer to volume mixing ratios of NO2 (row 1) and HCHO (row 2)

and aerosol extinction (row 3). Left column: frequency distributions obtained with method A (blue) and B (red). Second column: frequency

distribution of relative differences (B minus A). Lines in orange indicate the quartiles. Column 3: relative differences sorted as a function of

the volume mixing ratio (rows 1 and 2) and aerosol extinction (row 3). Column 4: relative difference sorted as a function of H75 where the

three bins refer to the lowest 25 %, middle 50 % and highest 25 % respectively.

4.3 Recommendations for algorithm improvements

and further validation

Both profile retrieval algorithms have specific strengths and

weaknesses, as described above. The challenge for improved

algorithms is to combine the stability and precision of

method A with the ability of method B to retrieve a high

dynamic range of characteristic profile heights. A possible

but not so practical solution could be to use method B to

obtain an initial estimate of the a priori scaling height for

method A and then as a next step to perform a retrieval with

method A. This will work however only under strict cloud-

free conditions because of the limitations for method B. Also

it would transfer the impact of instabilities (for individual

cases) from method B to method A. An alternative is to use

the profile parameterization of method B in the framework

of the optimal estimation method. Such a retrieval algorithm

could be better capable of retrieving a wide range of pro-

file heights and at the same time be more stable than the

present implementation of method B. This would also lead

to an algorithm which is considerably faster because there

would be no need for an ensemble approach. Improving the

stability of the retrieval by making use of a priori data (in

combination with the optimal estimation approach) brings

a certain risk, which is that systematic biases in the a pri-

ori climatology remain present in the a posteriori climatol-

ogy. An advantage of more simple retrieval schemes (e.g.

method B) is that they are predominantly driven by the ob-

servations themselves and therefore less prone to inheritance

of systematic biases in the a priori, despite a low precision.

It is almost impossible to make a choice which combines the

best of both worlds: a very stable retrieval (i.e. precision of

individual profiles) without introducing systematic biases in

a climatological sense. Stability is important for comparison

with satellite observations if the number of available cases is

very limited; accuracy over a wide range of profile heights

is important if MAX-DOAS would be used to provide a cli-

matology of profile heights for better a priori estimates in the

satellite retrieval. The recent work by Hartl and Wenig (2013)

provides indications that the Phillips–Tikhonov regulariza-

tion method can be used for MAX-DOAS profile retrievals

which are more stable and at the same time (potentially) less

biased in a climatological sense. To our best knowledge, their

method has not yet been applied to a long data set of real
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observations with a similar focus on the ability to retrieve

accurate (first order) profile height estimates. The present

study has demonstrated the benefit of having a large data set

covering a wide range of measurement conditions. Based on

a small data set it would have been very difficult to entangle

differences in accuracy and precision. More thorough val-

idation requires simultaneous co-located observations with

other techniques (lidar, NO2 sonde). Such validation efforts

are especially useful if a sufficiently large data set is avail-

able. In the presence of large differences in spatial represen-

tativity (this is very different for satellite, MAX-DOAS and

in situ techniques) and a high variability in possible NO2 and

aerosol extinction profile shapes, it is almost impossible to

draw conclusions about the accuracy of MAX-DOAS profile

shapes based on a quite limited number of co-located obser-

vations, even if the precision and accuracy of the other tech-

niques are high.

5 Summary and conclusions

A 4-year data set of MAX-DOAS observations in the Bei-

jing area is analysed with two different methods for the re-

trieval of tropospheric NO2, HCHO and aerosol extinction

profiles. The objective of this study is firstly to assess for

each constituent (NO2, HCHO, aerosols) and retrieval quan-

tity (AOD or tropospheric column density, characteristic pro-

file height (H75), aerosol extinction or surface concentration)

the mutual consistency of the retrievals with both methods,

and secondly to identify the mechanisms causing the differ-

ences. The two profile retrieval methods differ in many re-

spects. Method A uses a profile parameterization with 13 lay-

ers (up to 4 km), on-line forward simulations with the LI-

DORT radiative transfer model and an inversion based on

optimal estimation. Method B uses a profile parameteriza-

tion based on 2 to 4 parameters to describe the profile shape

and a look-up table created with the DAK radiative trans-

fer model. The inversion is based on a least-squares mini-

mization and an ensemble approach is used to improve sta-

bility of the solutions and to estimate uncertainties. In the

following we summarize the results of the comparison, first

in a qualitative sense, then quantitatively. The strength of

method A is the stability of the profile shape retrieval, even

under cloudy conditions, which is a consequence of the rel-

atively conservative estimate of the uncertainty of the a pri-

ori profile. The choice for stability is advantageous for the

retrieval of tropospheric column densities and volume mix-

ing ratios near the surface. A negative side effect of this

conservative estimate of the uncertainty of the a priori ap-

pears to be that the retrieved characteristic profile heights

have a relatively small dynamic range. This is most evi-

dent for the HCHO profiles retrieved in the UV, but also for

aerosol extinction and NO2 retrieved in the Vis. Method B

is generally less stable, and this affects the precision of in-

dividual retrievals. The tropospheric column density is least

sensitive to instabilities in the profile retrieval, whereas the

characteristic profile height and volume mixing ratio near

the surface are most sensitive. The most pronounced differ-

ence with method A is the higher dynamic range of retrieved

profile heights for aerosols, HCHO and NO2. Although the

higher dynamic range is partly a consequence of the insta-

bility of the retrieval (and therefore not necessarily meaning-

ful), diurnal and seasonal patterns that show up after aver-

aging many profiles give some confidence that the retrievals

are meaningful. For example, we see low characteristic pro-

file heights in the morning, and higher values in the after-

noon, especially for aerosol extinction in summer. This can

be related to the periodical cycles of the boundary layer. Also

we find in spring and summer lower aerosol extinction pro-

file heights with decreasing aerosol optical thickness. Al-

though it cannot be excluded that this is a retrieval artefact,

this might also be real (and therefore add to the credibil-

ity of method B), namely that higher aerosol loads reduce

the thermal convection in the boundary layer and therefore

lead to lower aerosol extinction profile heights. More quan-

titatively, we find best agreement for the tropospheric NO2

column densities (correlation 0.99), with almost no system-

atic bias (slope 1.03, intercept−0.56×1015 moleccm−2) and

comparatively small relative differences (mean 0.25 % and

standard deviation 9.3 %). For formaldehyde column densi-

ties we find a high correlation (0.95) and slope close to one

(1.02), but also find that method B is systematically higher

than method A: mean relative difference is 9.4 % and stan-

dard deviation of relative differences is 12.1 %. Relative dif-

ferences in formaldehyde column densities are found to be

related to differences in profile height: overestimations of

the tropospheric column density (for method B compared to

method A) often correspond to overestimations of the charac-

teristic profile height (for method B compared to method A).

Volume mixing ratios near the surface are systematically

lower for method B compared to method A: ∼ 8 % relative

difference for NO2 and ∼ 21 % for HCHO. The differences

can again be related to the differences in profile heights be-

tween methods A and B. The standard deviation of relative

differences of surface volume mixing ratios is much higher

than for tropospheric column densities: 33 % for NO2 and

28 % for HCHO. Characteristic profile heights are system-

atically higher for method B than for method A. The mean

relative differences are 6.5 % for NO2, 15.7 % for HCHO

and 2.7 % for aerosols (Vis). The high standard deviation of

relative differences (33, 37 and 44 % for NO2, HCHO and

aerosols respectively) shows that the precision of character-

istic profile heights is low. We find with method B that in

spring and summer aerosol extinction profiles are systemat-

ically higher than NO2 profiles. Also we find that in win-

ter and summer mornings HCHO profiles are systematically

higher than aerosol extinction profiles, and vice versa in sum-

mer afternoons. Note however that these findings are only in-

dicative, because the limitations with method A prevent con-

firmation of the results obtained with method B. Altogether,
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this study gives some indications about the quality of tropo-

spheric column densities, surface concentrations and profile

heights retrieved with MAX-DOAS. Since this study is based

solely on MAX-DOAS observations the scope is limited and

a more thorough validation is needed. In order to obtain ro-

bust validation results which can entangle differences related

to accuracy and/or precision for a wide range of pollution and

sky conditions, it is recommended to station MAX-DOAS

instruments close to continuously monitoring surface in situ

monitors (e.g. for NO2), sun photometers and lidars which

are sufficiently sensitive to boundary layer aerosols.
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Abstract. Ground-based multi-axis differential optical ab-
sorption spectroscopy (MAX-DOAS) measurements of sul-
fur dioxide (SO2) have been performed at the Xianghe sta-
tion (39.8◦ N, 117.0◦ E) located at∼ 50 km southeast of Bei-
jing from March 2010 to February 2013. Tropospheric SO2
vertical profiles and corresponding vertical column densi-
ties (VCDs), retrieved by applying the optimal estimation
method to the MAX-DOAS observations, have been used to
study the seasonal and diurnal cycles of SO2, in combina-
tion with correlative measurements from in situ instruments,
as well as meteorological data. A marked seasonality was
observed in both SO2 VCD and surface concentration, with
a maximum in winter (February) and a minimum in sum-
mer (July). This can be explained by the larger emissions
in winter due to the domestic heating and, in case of sur-
face concentration, by more favorable meteorological condi-
tions for the accumulation of SO2 close to the ground dur-
ing this period. Wind speed and direction are also found
to be two key factors in controlling the level of the SO2-
related pollution at Xianghe. In the case of east or southwest
wind, the SO2 concentration does not change significantly
with the wind speed, since the city of Tangshan and heavy
polluting industries are located to the east and southwest of
the station, respectively. In contrast, when wind comes from
other directions, the stronger the wind, the less SO2 is ob-
served due to a more effective dispersion. Regarding the di-
urnal cycle, the SO2 amount is larger in the early morning
and late evening and lower at noon, in line with the diur-
nal variation of pollutant emissions and atmospheric stabil-
ity. A strong correlation with correlation coefficients between

0.6 and 0.9 is also found between SO2 and aerosols in win-
ter, suggesting that anthropogenic SO2, through the forma-
tion of sulfate aerosols, contributes significantly to the to-
tal aerosol content during this season. The observed diurnal
cycles of MAX-DOAS SO2 surface concentration are also
in very good agreement (correlation coefficient close to 0.9)
with those from collocated in situ data, indicating the good
reliability and robustness of our retrieval.

1 Introduction

Sulfur dioxide (SO2), one of the most common air pollutants,
is of major concern in pollution control acts (Gauderman et
al., 2000). In China, the Ministry of Environmental Protec-
tion (MEP) lists SO2 as one of the three conventional pollu-
tants, together with NO2 and PM10, and daily averaged SO2
concentrations were used as an indicator to quantify the level
of pollution (Yan et al., 2010). This trace gas is predomi-
nantly produced by the burning of fossil fuels including oil
and coal, and the smelting of mineral ores that contain sul-
fur (Yan et al., 2005; Zhao et al., 2012). SO2 contributes to
a large extent to the process of acidification resulting in acid
rain and to the formation of sulfate aerosols, both of which
cause human health damages, building surface corrosion, and
visibility reduction. In particular, the secondary pollutant sul-
fate aerosols generated by SO2 are the primary source of fine
solid particles in cities, which are also responsible for severe
air pollution issues (Meng et al., 2009). In addition, the on-
going industrial development, population growth, and heavy

Published by Copernicus Publications on behalf of the European Geosciences Union.
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traffic contribute to higher energy consumption and, there-
fore, to an increase in SO2 emissions into the atmosphere
(Wu et al., 2013). Consequently, in order to meet the urgent
demand to improve and control air quality in China, as well
as to promote sustainable development, it is of the greatest
importance to study the evolution of a pollutant like SO2 and
to identify its possible origins.

So far, the SO2 surface concentration has been moni-
tored using in situ and long-path DOAS (differential opti-
cal absorption spectroscopy) instruments (Meng et al., 2009),
while satellite sensors like GOME, SCIAMACHY, GOME-
2, OMI, OMPS, and IASI have shown their ability to mea-
sure the SO2 vertical column density (VCD) over polluted
areas (see, e.g., Eisinger and Burrows, 1998; Krotkov et al.,
2006; Lee et al., 2009; Nowlan et al., 2011; Fioletov et al.,
2013; Yang et al., 2013; Boynard et al., 2014). During the last
decade, a new remote sensing technique called MAX-DOAS
(multi-axis differential optical absorption spectroscopy) has
been developed, providing information on both VCD and
vertical distribution of trace gases in the troposphere (Hön-
ninger et al., 2004; Platt and Stutz, 2008). It is based on the
measurement of sunlight scattered at multiple elevation an-
gles towards the horizon, thus increasing the sensitivity to
absorbers present close to the ground compared to the zenith
viewing geometry (Hönninger et al., 2004). MAX-DOAS
studies published so far have been mainly focused on the re-
trieval of NO2 (e.g., Wittrock et al., 2004; Vlemmix et al.,
2010; Frins et al., 2012; Hendrick et al., 2014; Ma et al.,
2013; Wang et al., 2014), halogen oxides like BrO and IO
(e.g., Frieß et al., 2011; Großmann et al., 2013), formalde-
hyde (e.g., Heckel et al., 2005; Wagner et al., 2011), and
aerosols (e.g., Wagner et al., 2004; Frieß et al., 2006; Clémer
et al., 2010). A lot of work has been done on MAX-DOAS
measurements of volcanic SO2 (e.g., Bobrowski et al., 2007;
Galle et al., 2010), but so far only a few studies deal with
MAX-DOAS observations of this species in polluted areas
(e.g., Irie et al., 2011; Lee et al., 2008; Wu et al., 2013), de-
spite the fact that, as for other trace gases like NO2, HCHO,
and BrO, the combination of both surface concentration and
VCD retrievals makes MAX-DOAS a useful technique for
validating SO2 satellite data.

Here we present 3 years (March 2010–February 2013)
of continuous MAX-DOAS SO2 observations at the Xi-
anghe Observatory, China (39.8◦ N, 117.0◦ E), located at
about 50 km southeast of Beijing, at the borders among Bei-
jing, Tangshan and Tianjin (see Fig. 1). The station is oper-
ated by the Institute of Atmospheric Physics (IAP)/Chinese
Academy of Sciences (CAS) while the MAX-DOAS in-
strument was developed by the Belgian Institute for Space
Aeronomy (BIRA-IASB) and validated in several intercom-
parison exercises, in particular as part of the international
Cabauw Intercomparison of Nitrogen Dioxide measuring In-
struments (CINDI, Roscoe et al., 2010) and more recently
a national Chinese MAX-DOAS instrument intercomparison
campaign held in Xianghe (Wang et al., 2013). SO2 MAX-

Tianjin
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Xianghe

120°E119°E118°E117°E116°E115°E

42°N

41°N

40°N

39°N

0 10050
km

38°N

Figure 1. Location of the Xianghe Observatory (red star) and major
neighborhood cities.

DOAS observations are used here in combination with in situ
measurements as well as conventional meteorological data
(temperature, humidity, wind direction and speed) to investi-
gate the seasonal and diurnal cycles of SO2 vertical profiles
and VCDs. The paper is divided into three main sections. In
Sect. 2, the SO2 measurements are described, including the
DOAS analysis, vertical profile retrieval, and retrieval veri-
fication through comparison with in situ data. The seasonal
and diurnal cycles of SO2, and the relationship between SO2
and aerosols are investigated in Sect. 3. Finally, conclusions
are given Sect. 4.

2 Data

2.1 Instrument

The MAX-DOAS instrument operated at the Xianghe Ob-
servatory consists of three components: a thermo-regulated
box containing two spectrometers, an optical head mounted
on a sun tracker, and two computers for instrument control
and data storage (Clémer et al., 2010). The optical head and
the two spectrometers are linked by two-way splitter optical
fibers (Clémer et al., 2010; Wang et al., 2013). This setup is
capable of measuring scattered as well as direct sunlight. One
spectrometer works in the UV region (300 to 390 nm) and its
instrumental function is close to a Gaussian with a full width
at half maximum (FWHM) of 0.4 nm. The other spectrome-
ter covers the visible wavelength range from 400 to 720 nm
with a FWHM equal to 0.9 nm. During the observation, the
azimuth direction of the telescope is fixed to the north. A full
MAX-DOAS scan consists of nine elevation viewing angles
(2, 4, 6, 8, 10, 12, 15, 30, and 90◦) and lasts about 15 min
(Clémer et al., 2010). The 3-year data set investigated in this
study covers the March 2010 to February 2013 period.
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Table 1.Settings used for the SO2 and O4 DOAS analysis.

Parameter Data source Fitting interval nm
338–370 nm (O4) 305–317.5 nm (SO2)

NO2 Vandaele et al. (1998) 220 K, 294 K x x (only 294 K)
SO2 Vandaele et al. (1994) 294 K x
O3 Bogumil et al. (2003) 223 K, 243 K x (only 223 K) x
O4 Hermans et al. (2003) 296 K x
BrO Fleischmann et al. (2004) 223 K x
H2CO Meller and Moortgat (2000) 293 K x
Ring Chance and Spurr (1997) x x
Polynomial degree 5 5

2.2 DOAS analysis

Scattered-sunlight spectra measured at different elevation an-
gles (EVAs) are analyzed using the DOAS technique (Platt
and Stutz, 2008) where high-frequency molecular absorption
structures in the UV and visible regions of the spectrum are
exploited to detect and quantify a number of key atmospheric
gases such as SO2.

In this work, the spectra obtained from MAX-DOAS
observations are analyzed using the QDOAS spectral-
fitting software suite developed at BIRA-IASB (http://uv-vis.
aeronomie.be/software/QDOAS/). QDOAS calculates the
SO2 differential slant column densities (DSCDs), which are
defined as the difference between the trace-gas concentration
integrated along the effective light path and the amount of the
absorber in a measured reference spectrum. (MAX-)DOAS
is recognized as a “self-calibrating” technique because dif-
ferential absorptions are measured and therefore the impact
of possible instrumental degradations can be largely removed
by using appropriate reference spectra. In contrast, in situ in-
struments need to be optically and/or chemically calibrated
on a regular basis, especially when performing long-term
measurements. For tropospheric studies, a zenith spectrum
is frequently chosen as reference, in this way also removing
the contribution of the stratosphere in off-axis DSCDs.

The SO2 DOAS settings have been investigated through
sensitivity tests on several key parameters, such as wave-
length interval, choice of absorption cross sections, polyno-
mial order, and intensity off-set terms. The selected settings
are summarized in Table 1 and described in the next section.

SO2 fitting windows ranging between 303 and 325 nm
have generally been used in previous studies (Bobrowski
and Platt, 2007; Lee et al., 2008; Galle et al., 2010; Irie et
al., 2011). At wavelengths shorter than 303 nm, the limiting
factor is the strong ozone absorption which interferes with
SO2, leading to lower signal to noise ratio. At wavelengths
longer than 325 nm, the SO2 differential absorption signal
becomes too weak. In order to identify the wavelength in-
terval which minimizes both random and systematic uncer-
tainties on SO2 retrieval, six wavelength intervals have been
investigated. The results of these sensitivity tests for 2 ex-

ample days are presented in Figs. 2 and 3. On the first day
(1 October 2011), the SO2 content is minimum and stable in
time. On the second day (4 October 2011), large variations
of the SO2 content occur, so the ability of the different in-
tervals to give consistent and stable values can be verified.
As can be seen, the 305–317.5 nm interval provides the low-
est fitting errors throughout the day and the smallest depen-
dence on the solar zenith angle (SZA) for both days. Due
to the larger absorption and therefore interference by O3 at
large SZAs, it has been decided to exclude measurements
taken at SZAs larger than 75◦. For these tests, the following
spectral signatures have been included: SO2, O3, NO2, and
the Ring effect (Grainger and Ring, 1962; Chance and Spurr,
1997). Daily zenith-sky radiance spectra recorded around lo-
cal noon have been selected as reference. To account for
the temperature dependence of the ozone absorption, cross
sections at two different temperatures (223 and 243 K) were
used according to Van Roozendael et al. (2006). A fifth-order
polynomial is applied to fit the low-frequency spectral struc-
ture due to Rayleigh and Mie scattering and instrumental ef-
fects. Attempts to further adjust these settings, e.g., by adding
BrO cross section or by including additional ozone correction
terms according to Puķ̄ite et al. (2010), were not successful
(less stable retrievals with larger noise on the SO2 DSCDs).

Figure 4 shows a typical example of a DOAS fit for
SO2 at 43◦ SZA. We see that fitting residuals range in be-
tween −2× 10−3 and 2× 10−3, corresponding to a root
mean square (rms) of 9× 10−4, which appears to be small
in comparison to the SO2 differential structures presented
in the lowest panel of the figure. The typical fitting uncer-
tainty in SO2 DSCDs is of about 1−6× 1015 molec cm−2

(less than 10 %) and, for the case illustrated here, corre-
sponds to 2 %. For near-noon conditions, the detection limit
on the SO2 DSCD can be conservatively estimated as 3 times
the 1σ uncertainty in the slant column, which means approx-
imately 3× 1015 molec cm−2. This detection limit is similar
for the vertical columns estimated using the geometrical ap-
proximation at 30◦ elevation (see Sect. 2.3). Vertical columns
derived from the full inversion generally have a smaller de-
tection limit, owing to the gain in sensitivity obtained when
including near horizontal viewing measurements.
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Figure 2. SO2 DSCDs (first column) and corresponding fitting uncertainties (second column) retrieved at 4◦ (upper plots), 30◦ (lower plots)
elevation (EVA) for different wavelength intervals on 1 October 2011. Local time (h) and corresponding SZA (◦) are given on thex axis.

Figure 3. Same as Fig. 2, but for 4 October 2011.

2.3 Profile retrieval

SO2 vertical profiles are retrieved for each MAX-DOAS scan
by using the bePRO profiling tool developed at BIRA-IASB
(Clémer et al., 2010; see also Hendrick et al., 2014). It is
based on the optimal estimation method (Rodgers, 2000) and

includes the LIDORT radiative transfer model (RTM) as a
forward model. A two-step approach is implemented in be-
PRO: first, aerosol extinction profiles are retrieved from mea-
sured O4 DSCDs. This step is needed because the aerosols
strongly influence the effective light path in the atmosphere
and therefore the optical density of trace gases like SO2.
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Figure 4. Example of DOAS fit result for SO2. It corresponds to
29 September 2010 at∼ 11:20 LT. SZA and EVA values are 43 and
30◦, respectively.

Secondly, bePRO is applied to measured trace-gas DSCDs
using the retrieved aerosol extinction profiles for the radia-
tive transfer calculations (see below). Since the DOAS anal-
ysis is performed using daily zenith radiance spectra around
noon as reference, bePRO is fed for each scan with SO2 and
O4 DSCDs obtained by taking the difference between off-
axis DSCDs and the zenith DSCD interpolated at the time of
each off-axis measurement using the zenith DSCDs of two
consecutive scans. Proceeding this way allows properly re-
moving the contributions of the stratosphere from the mea-
surements and is similar, at least for SZA < 75◦, to taking
the zenith spectrum of each scan as reference for the DOAS
analysis.

Both linear and nonlinear iterative approaches have been
implemented in our profiling algorithm. For weak absorbers
like NO2, HCHO and SO2, the linear method is selected (see,
e.g., Hendrick et al., 2004). In case of strong absorbers like
O4, the nonlinear iterative approach is used:

xi+1 = xi + (S−1
a + KT

i S−1
ε K i)

−1
· [KT

i S−1
ε (y − F(xi)) (1)

− S−1
a (xi − xa)],

wherey is the observation vector with the DSCDs at the dif-
ferent EVAs,F is the forward model describing the physics
of the measurements,K is the weighting function, expressing

the sensitivity of the measurements to changes in the aerosol
extinction or SO2 vertical profile and calculated online by
the LIDORT RTM, Sε is the measurement uncertainty co-
variance matrix,xa andSa are the a priori vertical profile and
its corresponding error covariance matrix. A priori informa-
tion is needed in the OEM method in order to indirectly reject
unrealistic solutions compatible with the measurements. An-
other important quantity in the OEM is the averaging kernel
matrix A, which represents the sensitivity of the retrieval to
the true state. More specifically, each elementA ij in the ma-
trix A describes the sensitivity of the retrieval atith level to
the true states at the different altitude levelsj . Furthermore,
the trace of the matrixA gives the degrees of freedom of sig-
nal (DFS), which corresponds to the number of independent
pieces of information contained in the measurements. Due to
the nonlinearity of the inverse problem in case of aerosols,
the solution to Eq. (1) must be iterated until satisfactory con-
vergence is achieved between measured DSCDs and those
calculated using the retrieved aerosol extinction vertical pro-
file.

Regarding the choice of the a priori profilexa, exponen-
tially decreasing a priori SO2 and aerosol extinction profiles
with a fixed scaling height of 0.5 km have been constructed
according to the following expression:

xa(z) =
VCDa

SH
e−

z
SH , (2)

wherexa(z) is the a priori profile, SH the scaling height
(0.5 km), and VCDa (AODa) is the a priori vertical column
density (aerosol optical depth). For each scan, VCDa is de-
rived using the geometrical approximation method; that is,
the SO2 layer is assumed to be located below the scatter-
ing altitude at 30◦ EVA, so that tropospheric SO2 VCDs can
be derived by applying a geometrical air mass factor (AMF)
to measured 30◦ EVA DSCDs (Hönninger et al., 2004;
Brinksma et al., 2008; see also Hendrick et al., 2014). In case
of aerosols, a fixed AOD of 0.2 is used. Since the DOAS fit-
ting intervals are different for SO2 and aerosols, the aerosol
extinction profiles utilized as input for the calculation of SO2
weighting functions have been derived by directly converting
the aerosol profiles retrieved in the 338–370 nm wavelength
range to the 305–317.5 nm interval using the Ångström ex-
ponents (Cachorro et al., 2000) retrieved from collocated
CIMEL/AERONET sun photometer measurements (Holben
et al., 1998; seehttp://aeronet.gsfc.nasa.gov):

extinction(z,313nm) = extinction(z,360nm)

× (313/360)−α, (3)

wherez is the altitude andα is the Ångström exponent.
The 340–440 nm exponents are used in a first approxima-

tion since values for a wavelength range closer to the SO2 fit-
ting interval (305–317.5 nm) are not available yet. The corre-
sponding mean scaling factor for the March 2010–February
2013 period is of 1.16± 0.06. The single scattering albedo
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Figure 5. Example of SO2 vertical profile retrieval from MAX-DOAS measurements at Xianghe (29 September, 2010 at 10:15 LT).(a) A
priori (blue) and retrieved profile (red);(b) observed (red) and calculated (blue) DSCD(c) smoothing error (red), noise error (green) and sum
of these two (blue);(d) averaging kernels.

Table 2.Error budget of retrieved SO2 concentration (0–200 m) and
VCD.

Uncertainty (%) Concentration VCD
(0–200 m)

Smoothing + noise errors 16 11
Uncertainty related to aerosols 16 5
Uncertainty related to the a priori 8 19
Uncertainty in SO2 cross section 5 5

Total uncertainty 24 23

and phase function of aerosols at 360 nm required by bePRO
for retrieving aerosol extinction profiles are calculated offline
based on the aerosol size distribution and refractive index re-
trieved from the same CIMEL/AERONET sun photometer
measurements as above. The temperature–pressure profiles
are obtained from the US standard atmosphere.Sε and Sa
matrices are similar as in Clémer et al. (2010) and Hendrick
et al. (2014).Sε is a diagonal matrix, with variances equal to
the square of the DOAS fitting error. ForSa, the diagonal el-
ement corresponding to the lowest layer,Sa(1.1), is set equal
to the square of a scaling factorβ times the maximum partial
VCD (AOD) of the profiles. Hereβ = 0.4 for SO2 and 0.2 for
aerosol. The other diagonal elements decrease linearly with

altitude down to 0.2× Sa(1.1). The off-diagonal terms inSa
were set using Gaussian functions as follows:

Sa(i,j) =

√√√√Sa(i, i)Sa(j,j)exp

(
− ln(2)

(
zi − zj

γ

)2
)

, (4)

wherezi and zj are the altitudes ofith andj th levels, re-
spectively. The correlation length is set to 0.1 km for SO2
and 0.05 km for aerosol in order to optimize the DFS.

The retrieval altitude grid is also the same as in Clémer et
al. (2010) and Hendrick et al. (2014), i.e., 10 layers of 200 m
thickness between 0 and 2 km, 2 layers of 500 m between 2
and 3 km and 1 layer between 3 and 4 km.

Figure 5 shows an example of a SO2 profile retrieval (Xi-
anghe, 29 September 2010, 10:15 LT). Figure 5a compares
the a priori and retrieved profiles; Fig. 5b shows an example
of fit results, i.e., the comparison between measured DSCDs
and those calculated from the retrieved profile. The quality
of the profile retrieval is checked for each scan by calcu-
lating the relative root mean square error (RMSE) between
observed and calculated DSCDs. This RMSE corresponds
to the standard RMSE expressed in molec cm−2 divided by
the mean DSCD of the scan. All retrievals based on the fol-
lowing selection criteria have been selected: RMSE < 15 %,
DFS > 0.7, and negative values not allowed. For each year,

Atmos. Chem. Phys., 14, 11149–11164, 2014 www.atmos-chem-phys.net/14/11149/2014/



T. Wang et al.: Evaluation of tropospheric SO2 in Xianghe 11155

0 15 30 45
0

0.5

1

1.5

2

2.5

3

3.5

SO
2
 (ppb)

A
lt
it
u
d
e
 (

k
m

)

 

 

Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

Figure 6. Monthly averaged SO2 concentration vertical profiles for
the March 2010–February 2013 period.

the number of selected retrievals using these criteria reaches
∼ 70 % of the total number of scans.

Also shown in Fig. 5 are the smoothing and noise errors
(c) and the averaging kernels (d). Regarding the errors, the
smoothing error limits the ability of the retrieval to obtain
solutions far from the a priori, while the noise error is re-
lated to the propagation of the noise in the measurements into
the retrieval (Rodgers, 2000). From Fig. 5c, we see that the
smoothing error is significantly larger than the noise error,
except in the 0–200 m layer. The averaging kernels show that
the retrieval is mainly sensitive to the layer close to the sur-
face in addition to the total vertical column. In this example,
the DFS is about 2.4, suggesting that two independent pieces
of information can be determined from the measurements.

The error budget is presented in Table 2. Uncertainty re-
lated to aerosols is estimated by retrieving SO2 profiles us-
ing wavelength-converted retrieved aerosol profiles plus their
corresponding error (i.e., the sum of smoothing and noise er-
rors plus a 20 % error due to the uncertainty in the O4 cross
sections; see Clémer et al., 2010) as input and comparing
the results to the standard retrievals. The uncertainty in the
SO2 cross sections is set to 5 %, as suggested by Vandaele et
al. (1994). The uncertainty in the a priori profiles is estimated
by taking SH= 1 km in Eq. (2) instead of 0.5 km in the stan-
dard retrieval. The total uncertainty is calculated by adding
the different terms in Gaussian quadrature.

Monthly-mean SO2 profiles are shown in Fig. 6. There is
a maximum SO2 concentration in the 200–400 m layer for
each profile, except in summer where the maximum is lo-
cated near the surface. The largest vertical gradient is ob-
served in February and November, the minimum in July and
August. This is mainly due to the fact that the SO2 emissions
are the highest in February and November. This will be dis-
cussed in detail below.
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Figure 7.Seasonally averaged DFS diurnal cycles corresponding to
the SO2 profile retrievals.

Figure 7 shows the seasonal mean of diurnal cycle of DFS.
The diurnal distribution in any season shows a single peak at
midday due to the fact that the retrieval error at late evening
or early morning overweights that at noon. If we compare
the DFS around noon among the different seasons, values
in summer are lower compared to the other seasons due to
the lower SO2 amounts associated with larger uncertainties
observed during this period.

2.4 SO2 surface concentration retrieval verification

For verification purposes, our retrieved SO2 surface concen-
trations have been compared to measurements from a modi-
fied commercial in situ instrument, based on pulsed UV flu-
orescence technology (Thermo Environmental Instruments
Model 43C) (Li et al., 2007). Comparison results for Decem-
ber 2011 when the in situ instrument was freshly calibrated
are shown in Fig. 8. Hourly and daily averages of SO2 con-
centration are plotted in Fig. 8a and b, respectively. A good
agreement is obtained with a correlation coefficient of 0.86
and a slope of 0.95.

In Fig. 9, the daytime variations of the MAX-DOAS and in
situ SO2 surface concentration are compared for 9 continu-
ous days. A very good agreement is found between both data
sets, indicating the good overall reliability and the robustness
of our MAX-DOAS retrievals.

3 Results and discussion

Based on the SO2 profiles retrieved for the period from
March 2010 to February 2013, we have investigated the daily
and seasonal variations of the SO2 VCD and surface con-
centration and the possible influence of meteorological con-
ditions, including atmospheric stability, wind direction and
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Figure 8. (a)Scatterplot of in situ SO2 surface concentrations (0–200 m layer) against MAX-DOAS data for December 2011 (hourly averaged
concentrations). The red line denotes the linear least-squares fit to the data.(b) Temporal evolution of daily averaged MAX-DOAS and in
situ SO2 concentrations during December 2011. Gaps in the data series are due to missing MAX-DOAS measurements.

Figure 9. Comparison between in situ (blue, hourly means) and MAX-DOAS SO2 surface concentrations (red, each point represents the
retrieval from one scan) for the 15–23 December 2011 period (upper plots are for 15–17 December, middle plots for 18–20 December, and
lower plots for 21–23 December).

speed. We have adopted the following convention for the sea-
sons: MAM, JJA, SON, and NJF for spring, summer, autumn,
and winter, respectively.

3.1 Seasonal variation of SO2

Figure 10a shows that the SO2 VCD is highly correlated with
concentration close to the ground (correlation coefficient of
0.85). From Fig. 10b, we see that the temporal evolutions
of SO2 VCD and concentration are very similar, consistent
with the fact that the SO2 emission sources are located near
the ground.

The monthly averaged SO2 VCD and surface concentra-
tions are shown in Fig. 11. Both show a marked seasonal sig-
nature with a maximum in winter and a minimum in summer,
implying that SO2 originates mainly from human sources
rather than natural ones (Lin et al., 2011). Generally, the fluc-

tuations of any atmospheric pollutant in a region of interest
can be mainly attributed to three factors: emission level, res-
idence time, and atmospheric transport (Wang et al., 2010;
Lin et al., 2011). From the perspective of emission level,
firstly, owing to enhanced domestic heating and associated
coal and oil consumption in winter, the heating-related emis-
sions of SO2 are much larger during this period than in sum-
mer. Secondly, the residence time, defined as the rate of re-
moval mechanisms, also plays an important role in determin-
ing the seasonal variation of SO2 concentrations (Lee et al.,
2011). Processes responsible for the removal of SO2 involve
dry and wet deposition and homogeneous or inhomogeneous
gas-phase reactions leading to the production of H2SO4 or
sulfate (Tu et al., 2004). As shown in Fig. 12, the relative hu-
midity is lower in winter, so that the removal of SO2 through
wet deposition is not as substantial as in summer. Thirdly, the
transport can also influence the evolution of SO2 at a given
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Figure 10. (a)Scatterplot of SO2 VCD against surface concentration. The red line represents the linear least-squares fit to the data.(b) Tem-
poral evolutions of monthly mean VCD and concentration from March 2010 to February 2013.
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Figure 11.Monthly mean SO2 VCD (a) and surface concentration(b) for the March 2010–February 2013 period.

location. Although in winter the wind is stronger at Xianghe,
the emissions also increase during the same period. In ad-
dition, the reduced atmospheric boundary layer height and
frequent temperature inversion events result in larger surface
concentrations due to an accumulation of SO2 in the lower
troposphere (Meng et al., 2009). In summary, the aforemen-
tioned three factors jointly lead to the observed seasonal pat-
tern of SO2 concentration in Xianghe.

From Fig. 11, we see that the amount of SO2 strongly
increases in November with respect to October, as a con-
sequence of increasing domestic heating (November is the
beginning of the domestic heating season). Moreover, the
higher wind speed observed in December (see Fig. 12) leads
to a decrease of SO2 during this month due to more efficient
diffusion and dilution effects. Finally, it is also noticeable
that SO2 in January 2011 is remarkably lower than that in
other years. This will be further discussed below.

3.2 Impact of meteorological conditions

Because of the high correlation coefficient and similar sea-
sonal variations of the SO2 VCD and concentration, we
decided to investigate the impact of meteorological con-
ditions on VCDs only. The variation of the SO2 VCD is

closely linked not only to the spatial distribution of emis-
sion sources but also to meteorological conditions including
wind (speed and direction) and precipitation. As shown in
Fig. 12, in general, the variations of temperature and humid-
ity appear to exhibit similar behavior from year to year. This
suggests that the contribution of the wind speed and direc-
tion as drivers of the SO2 VCD variation is probably dif-
ferent over the different years investigated here. We further
explore the relationship between SO2 and wind (speed and
direction), as displayed in Fig. 13. It can be seen that the
amount of SO2 is strongly dependent on the wind direction
(Fig. 13a): high VCDs are prominent when the winds blow
from the east, because Tangshan, a heavy industrial city re-
leasing large amounts of SO2, is situated to the east of Xi-
anghe (see Fig. 1); in contrast, the northwest direction cor-
responds to a minimum in SO2 VCD, since it is a moun-
tain area, characterized by much fewer emissions than in
Xianghe. The wind therefore contributes significantly to the
dispersion of the pollutants, as expected. Regarding the de-
pendence of the SO2 VCD on wind speed, Fig. 13b shows
that the VCD is almost constant with wind speed for the E
and SW, which means that no good dispersion happens with
the wind from these directions, since high-emission indus-
trial areas and Tangshan are located to the southwest and
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Figure 12. Seasonal cycles (monthly means) of temperature, hu-
midity, and wind speed in 2010 (marker: star), 2011 (plus), 2012
(circle), and 2013 (square).

east of Xianghe, respectively. In contrast, an anticorrelation
is observed for NE/NNE, NW, and SE, which means that the
wind from these directions corresponding to less polluted ar-
eas can efficiently disperse pollutants. In addition, the SO2
content at Xianghe is more sensitive to the emission sources
in Tangshan (E) than in Beijing (WNW), which is consis-
tent with the fact that Beijing has taken regulatory actions
to reduce air pollution through traffic-control measures and
the closure of heavy polluting industries initiated before the
2008 Olympic Games (Yu et al., 2010).

The annual cycles of SO2 are generally in good agree-
ment among the different years. However, the SO2 VCD in
January 2011 drastically deviates by up to 30 % from the
values during the same month in 2012 and 2013, which is
also the case in May 2012. Wind roses in Fig. 14 reveal
that the inter-annual variability of wind speed and direc-
tion is responsible for the significantly different SO2 VCD
in January 2011. During that month, the frequency of north-
west winds reaches 70 % and wind speed predominantly
exceeds 5 m s−1. As mentioned above, the strong north-
westerly wind favors the atmospheric dispersion of pollu-
tants. Consequently, the SO2 VCDs are generally lower than
4× 1016 molec cm−2. For January 2012 and 2013, uniformly
distributed wind on each side and low velocity (< 5 m s−1,
frequency > 50 %) jointly result in relatively high SO2 VCDs
compared to January 2011. Similar features can explain the
May 2012 case.

3.3 Diurnal cycle

In Fig. 15, we further compare the diurnal cycles of SO2
VCDs for the different seasons. Since the sunshine dura-
tion is different in the four seasons, the available time pe-
riod for MAX-DOAS observations also differs: 07:30–17:30
in spring and autumn, 06:30–18:30 in summer, and 08:30–
16:30 in winter. As can be seen, the diurnal cycles for all
years are very consistent, especially in summer. The retrieved

SO2 VCDs in autumn 2011 and spring 2012 are significantly
higher than those during the same period of the other years
due to the anomalous VCD values in November 2011 and
May 2012. Furthermore, the amplitude of the SO2 VCD di-
urnal cycle, which shows a minimum at noon and a maxi-
mum in the morning and late afternoon, is larger in winter.
This can be explained by a strengthened diurnal variation of
emission sources during this period (Meng et al., 2009).

It should be noted that similar investigations have been
done for NO2 (Wang et al., 2014). One can conclude that
both NO2 and SO2 display a similar seasonal variation and
are impacted in the same way by meteorological conditions.
However, SO2 abundances are always higher than NO2 ones
and their diurnal cycles are different, especially in winter and
summer: SO2 has a more pronounced diurnal cycle than NO2
in winter which is in line with the known diurnal cycle of
burning of fossil fuels for heating and atmospheric stabil-
ity, and the photochemical reaction activity leads to an ob-
vious decrease of NO2 during daytime in summer (Wang et
al., 2008; Meng et al., 2009; Lin et al., 2011).

3.4 Relationship between SO2 and aerosols

SO2 is known as a major aerosol precursor in the Beijing
area through its conversion into sulfates and sulfuric acid by
reaction with OH (see, e.g., Ma et al., 2012; Zhang et al.,
2013). Since aerosol extinction profiles are retrieved in the
first step of the SO2 retrieval (see Sect. 2.3), our data set of-
fers a unique opportunity to investigate the relationship be-
tween SO2 emission and aerosol production in suburban Bei-
jing. This will be done through a correlation study as in Lu
et al. (2010) and Veefkind et al. (2011).

Figure 16 shows monthly scatterplots of the SO2 concen-
tration versus aerosol extinction coefficient retrieved in the
0–200 m layer for the March 2010–February 2013 period. In
all plots, data points correspond to MAX-DOAS scans sat-
isfying the selection criteria based on the quality of the re-
trievals (see Sect. 2.3). A strong correlation (Pearson correla-
tion coefficients in the 0.6–0.9 range) is obtained in January–
March and October–December while a significantly lower
correlation is observed in late spring/summer with correla-
tion coefficients around 0.3 in June–August. Similar features
are found from the scatterplots of SO2 VCD versus AOD but
also when outliers outside the 95 % confidence interval are
removed and/or the uncertainties on both SO2 and aerosol
data are taken into account (not shown here). The marked
seasonality of the correlation between SO2 and aerosols is
further illustrated in Fig. 17 where monthly correlation co-
efficients for both surface concentration and integrated col-
umn are reported. The positive correlation (> 0.2) observed
throughout the year indicates that, in most cases, high pol-
lution events in Xianghe are associated with enhanced SO2
and aerosol levels (Chan and Yao, 2008; Li et al., 2007). The
higher correlation coefficients obtained in winter (> 0.6) sug-
gest that anthropogenic SO2, through the formation of sulfate
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Figure 13. (a) Wind rose showing the SO2 VCD (1016molec cm−2) as a function of the wind direction (average for all wind speed).
(b) Dependence of SO2 VCD (1016molec cm−2) on wind direction for different wind speeds.
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Figure 14.Wind rose for wind speed (first row; m s−1) and SO2 VCD (second row; 1016molec cm−2) for January 2011 (first column), 2012
(second column), and 2013 (third column).

aerosols, is a major contributor to the total aerosol content
during this period of the year. In late spring/summer, the Bei-
jing area is strongly influenced by other sources of aerosols,
especially particles emitted from massive agricultural fires in
the surrounding region (Xia et al., 2013) as well as dust parti-
cles transported from the Kumutage and Taklimakan deserts
in western China and from the Mongolian deserts (Yu et al.,
2009). These perturbations by other aerosol sources com-
bined with lower SO2 emissions, shorter lifetime of SO2 due
to a more efficient oxidation, and different meteorological
conditions could likely explain the significantly weaker cor-
relation between anthropogenic SO2 and aerosols obtained
in June–August. The intercept values much larger than zero
found in summer scatterplots (see Fig. 16) further support
the fact that aerosol sources other than anthropogenic ones
play a significant role in summer, as also suggested by Lu

et al. (2010) from a correlation study between SO2 emis-
sion inventories and AODs measured by the MODIS satellite
instrument. It is however important to note that co-located
measurements of the chemical composition of aerosols in Xi-
anghe as well as additional investigations on the type and
photochemical age of the air masses probed by the MAX-
DOAS instrument would be needed to confirm our findings.

4 Summary and conclusions

Tropospheric SO2 vertical profiles and corresponding col-
umn densities at the Xianghe station have been retrieved by
applying an OEM-based profiling tool to continuous ground-
based MAX-DOAS observations from March 2010 to Febru-
ary 2013. The 305–317.5 nm wavelength range was found
to be the most suitable fitting window for near-noon DOAS
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Figure 15. (a)Seasonally averaged SO2 VCD diurnal cycles and(b) corresponding errors. Data points represent hourly means.

Figure 16. Scatterplots of aerosol extinction coefficient versus SO2 concentration in the 0–200 m layer for months 1–12 of the March
2010–February 2013 period (first row from left to right is for January–March, respectively; second row for April–June; third row for July–
September; fourth row for October–December). The data points correspond to the different MAX-DOAS scans. The red line denotes the
linear least-squares fit to the data.

analysis of SO2. For verification purpose, retrieved SO2 sur-
face concentrations have been compared to collocated in situ
data. An excellent agreement was found, with correlation co-
efficient and slope close to 0.9, indicating the good reliability
and robustness of our retrievals.

These MAX-DOAS measurements have been used to in-
vestigate the seasonal and diurnal cycles of SO2 vertical
columns and surface concentrations, in combination with
conventional meteorological data (temperature, humidity,
and wind speed and direction). Regarding the seasonal vari-
ation, both VCD and surface concentrations exhibit the same
patterns, with a maximum in winter (February) and a mini-
mum in summer (July), in accordance with the large emis-
sions due to domestic heating in winter. The high levels
of SO2 during the cold season are further enhanced by the

weakness of the wet deposition mechanism and, in case of
surface concentration, by the frequent temperature-inversion
events occurring during this period, favoring the accumula-
tion of SO2 in the atmospheric layers close to the ground.
The variation of the SO2 amount in Xianghe is also found
to be largely driven by wind speed and direction. In the case
of east or southwest wind, the VCD at the station remains
almost constant with the increase of wind speed, since the
city of Tangshan and heavy polluting industries are located
to the east and southwest of Xianghe, respectively. In con-
trast, an anticorrelation between SO2 VCD and wind speed
is observed for NE/NNE, NW, and SE directions, which
means the wind from these directions can efficiently dis-
perse the pollution in Xianghe. With respect to the diurnal
cycle, larger SO2 amounts are obtained in the early morning
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Figure 17.Seasonal variation of the correlation coefficient between
SO2 and aerosols over the March 2010–February 2013 period. The
red curve corresponds to VCD versus AOD and the blue curve to
SO2 concentration versus aerosol extinction coefficient in the 0–
200 m layer.

and late evening with a minimum around noon, in line with
the diurnal variation of pollutant emission and atmospheric
state. Moreover, the diurnal cycle is more pronounced dur-
ing wintertime, mainly due to the more marked diurnal vari-
ation of emission sources during this season. The relation-
ship between SO2 and aerosols has been also investigated. A
strong correlation between both is found in winter but not in
summer. This seasonality could be related to the fact that, in
the Beijing area in winter, the aerosol content depends sig-
nificantly on anthropogenic SO2 through the formation of
sulfate aerosols while, in spring/summer, dust and biomass
burning particles, which are much less SO2-dependent, are
also important aerosol sources. It is however worth noting
that such kind of correlation analysis should be combined to
aerosol composition measurements in order to definitely con-
clude whether the conversion of SO2 to sulfate is a dominant
aerosol source or not.

These 3-year MAX-DOAS SO2 measurements in Xianghe
constitute a unique data set for validating and improving
spaceborne observations over China, which is the region in
the world where anthropogenic SO2 emissions are the largest
(Yang et al., 2013; Boynard et al., 2014). In particular, re-
trieved SO2 vertical profiles can be used as a priori informa-
tion for the AMF calculation in satellite retrievals. Moreover,
the combination of both integrated columns and surface con-
centrations could provide useful information to make explic-
itly the link between measured satellite columns and surface
concentrations.
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