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EXECUTIVE SUMMARY

A. Context
Climate change represents one of the greatest environmental, social and economic threats that the planet is facing. The warming of the climate system is unequivocal, as is now evident from observations of increases in global average air and ocean temperatures, widespread melting of snow and ice, and rising global mean sea level (IPCC, 2007). However, the range of possible future climate change in model projections remains large, mostly because of several sources of uncertainty. A large unknown is how the human activities and, subsequently, the emission of greenhouse gases will evolve in the future. Large uncertainties also arise from the design of the climate models themselves. For example, choice in the approximations and parameterisations must be decided. Another source of uncertainty comes from the physical parameters, which are not perfectly known. As a consequence, policymakers and decision-makers are facing a large range of possible future climate change. Efforts are made to reduce this range or to point towards the most likely realisation.

B. Objectives
We used LOVECLIM, an Earth system model of intermediate complexity to perform simulations of the Holocene, the last millennium and the third millennium climates, as well as sensitivity experiments to identify the behaviour of the model under increased greenhouse gas concentrations and freshwater hosing. Moreover, we identified several parameter sets that yield different responses of the LOVECLIM model to a scenario of doubling of CO$_2$ concentration and to freshwater hosing, although the simulated present-day climate remains within the range of observations. The parameter values were chosen within their range of uncertainty. There are nine “climatic” parameter sets, three “carbon cycle” parameter sets and three “ice sheet” parameter sets. Past and future climate simulations were performed with all or a subset of these 81 combinations of parameter sets. The model was run either with fixed-prescribed ice sheets or with an interactively coupled Greenland and Antarctic ice sheet model. Simulations of past climates were conducted in order to identify the subset of parameter sets that allow the best reproduction of observations and reconstructions. Simulations of future climate change then provided a range of model responses that were validated against past climate changes.

C. Conclusions
Several improvements have been made to LOVECLIM in the course of the project. The land surface scheme has been adapted to better represent the impact of vegetation on climate change. The bucket depth is now dependent on the vegetation, which has a direct impact on the runoff and soil water availability. Consequently, the transpiration is computed separately for each vegetation type. Moreover, a canopy resistance term has been added, which depends on incident solar radiation, atmospheric humidity and leaf area index. This refined parameterisation induces significant changes in vegetation: e.g., forest area increases over Western Europe and most of North America at the expense of grass and desert extends over most of North Africa and also over Eastern Europe.
When coupling LOCH\(^1\) to CLIO\(^2\), it appeared that the uptake of anthropogenic CO\(_2\) was much too large. The semi-implicit scheme for the computation of the Coriolis term in the equation of motion was then replaced by a totally implicit scheme in order to solve that problem. The biological module of LOCH has been modified to incorporate a silica dissolution scheme with temperature-dependent rate and depth control. Furthermore, the equation ruling the biomass pool, which export production depends on, includes now a 3-D transport term and allows to consider up to three phytoplankton groups, characterized by their own growth and grazing rates. Finally, the atmospheric module of LOCH now allows for a prognostic computation of carbon isotopes in the atmosphere and the fractionation during soft tissues formation is parameterised to be inversely related to dissolved CO\(_2\) concentration.

The Northern Hemisphere Ice Sheet Model (NHISM) has been interactively coupled to LOVECLIM. NHISM is a three-dimensional thermomechanical ice sheet model that includes an improved scheme for marine calving to better simulate ice sheet expansion and contraction over the shallow marine shelf basins surrounding the Arctic Ocean. In addition, a novel hydrological runoff model was devised to route the meltwater from the ice sheets to the appropriate CLIO oceanic grid boxes. The scheme transports meltwater through the contemporary lake and river system, taking into account isostatic changes of the surface topography, ice-dammed lakes and changes in lake storage. With this new model, the global ice sheets and the climate were simulated during the last deglaciation between the Last Glacial Maximum (LGM) at 21 kyr BP and the beginning of the Holocene at 10 kyr BP. The experiment had prescribed ice sheet configurations and freshwater fluxes from an off-line precursor experiment with NHISM forced by ECBilt\(^3\)-CLIO. It was found that large peaks of continental fresh water released in the Arctic and North Atlantic Oceans at around 17 kyr BP and 14 kyr BP could generate important reductions of the oceanic meridional overturning circulation with ensuing local and global cooling of the climate. Those improvements had led to making available, for both the project and the scientific community, a new version of the model (LOVECLIM1.2, http://www.climate.be/loveclim).

In order to investigate the parameter uncertainty in LOVECLIM, we varied values of key physical parameters in order to estimate the range of model response for standard sensitivity experiments, to assess the ability of the model to simulate past climates according to the parameter sets and to compute the range of response for climate projections. More specifically, we selected nine “climatic” parameter sets, three “carbon cycle” parameter sets and three “ice sheets” parameter sets because they yield present-day climate simulations coherent with observations. For the 81 combinations of the parameter sets, we measured the increase in global annual mean surface temperature after 1000 years in a sensitivity experiment in which the atmospheric CO\(_2\) concentration increased by 1% per year from the pre-industrial value until a doubled value was reached and was subsequently held constant (used as an estimate of the climate sensitivity) and the percentage of decrease in the maximum value of the meridional overturning streamfunction below the Ekman layer in the Atlantic Ocean (MOC) after 1000 years in a water hosing experiment in which

---

\(^1\) LOCH is the oceanic carbon cycle component of LOVECLIM.

\(^2\) CLIO is the ice-ocean component of LOVECLIM.

\(^3\) ECBilt is the atmospheric component of LOVECLIM.
freshwater is added in the North Atlantic (20°-50°N) with a linearly increasing rate of $2 \times 10^4$ Sv/yr (used as an estimate of the MOC sensitivity to a freshwater perturbation). Sensitivity to doubling of CO$_2$ concentration ranges from 1.6 to 3.8°C and MOC is reduced by 15 to 75% in the freshwater flux experiments in ECBilt-Clio-VECODE$^4$ stand-alone (ECV) experiments. In most cases, sensitivities do not exhibit significant changes after the coupling with the carbon cycle model. However, some departure from the values obtained in ECV experiments is shown for the largest climate sensitivity. The reason may be found in different initial conditions; indeed, experiments with interactive carbon cycle departed from the equilibrium state of the corresponding experiment without any carbon cycle. Those various initial states probably explain the large difference in MOC streamfunction reduction with parameter set 51. Furthermore, in fully coupled (LOVECLIM) experiments that considered doubled CO$_2$ concentrations and/or freshwater hosing of magnitude 0.1-0.2 Sv, we found a significant reduction of the climate sensitivity at the millennial time scale due to the effect of additional freshwater fluxes from the ice sheets. The meltwater induces MOC weakening in the Northern Hemisphere and, subsequently, a local relative cooling, which is amplified by sea ice related feedbacks. A similar mechanism operates in the Southern Hemisphere, but is found to be of smaller magnitude. This mitigation effect increases with ice sheet sensitivity and with the initial climate sensitivity of LOVECLIM itself. It is therefore suggested that it is of great importance to include dynamic ice sheets into global Earth system models.

Figure 1: Trend in oceanic heat content in the upper 700 m ($10^{22}$ J.yr$^{-1}$) (1950 – 2003 AD) wrt trend in global annual mean surface temperature (°C.yr$^{-1}$) (1979 – 2005 AD). Each dot represents one simulation. Trends are computed as the slope of the regression line through the annual values. Each colour corresponds to one climatic parameter set. Squares (triangles down) correspond to Efor (Conc) simulations; symbols are for carbon cycle parameter sets (1: full; 2: semi-empty; 3: empty) (see description of the parameter sets and of the experiments in the main part of the report). The full black line represents the trend computed from observation (Levitus et al. (2009) for the heat content and Brohan et al. (2006) for surface temperature). The dashed lines represent the uncertainty related with the variability in the data (one standard deviation).

The analysis of global variables representative of the last millennium climate displays relatively similar results for all the parameter sets and thus did not allow us to select

---

$^4$ VECODE is the vegetation and continental carbon cycle component of LOVECLIM.
among them the most appropriate one for simulating climate over that time interval. Therefore, we rather focused on the last century. Moreover, we concentrated on global scale model features and on the model ability to reproduce the trend in selected variables over the last few decades. Simulations with the carbon cycle parameter set 3 do not properly reproduce the observed atmospheric CO₂ increase although it does not prevent a reasonable temperature increase. Moreover, no parameter set allows the model simulating simultaneously a correct time evolution of ocean heat content in the upper 700 m, and of Northern Hemisphere sea ice extent or of annual mean surface temperature (Figure 1). This drawback should be investigated in further studies. Generally speaking, simulations with high climate sensitivity have a better global score than simulations with low climate sensitivity. Amongst the best simulations, parameter set⁵ 321 performs well for both setup (prognostic or diagnostic CO₂ concentration) and both sulphate aerosol forcing reconstructions considered in our study. Moreover, other parameter sets (322, 511, 512) also display good performance for both setups and for at least one of the sulphate aerosol forcing.

Five parameter sets (112, 212, 312, 412 and 512) were used in transient simulations of the Holocene climate (from 8 kyr BP to 2000 AD). Compared to observations covering the second half of the 20th century, parameter sets 112 and 212 lead to a serious underestimation of the decline in summer Arctic sea ice extent, while parameter set 312 yields only a slight underestimation. Moreover, the model results for the parameter set 512 are in disagreement with the very few reconstructions of the summer Arctic sea ice extent during the early Holocene. However, the agreement with the PMIP2 simulated global pattern of summer temperatures during the mid-Holocene (Braconnot et al., 2007) seems to be the best with parameter set 21. Some equilibrium simulations of the LGM climate were also performed. Only the parameter sets leading to low climate sensitivity (i.e. 11, 12, 21, 22) yield reasonable results. The LGM cooling in high latitudes is too strong for the high climate sensitivity parameter sets. This is a direct consequence of the relatively high polar amplification simulated by LOVECLIM. These results clearly illustrate the difficulty to identify a parameter set that would properly simulate strongly different climates such as the LGM or Holocene one, and the global warming of the last century.

Therefore, in the simulations of future climate, we continued to use several (or all) parameter sets, even if some should be dismissed for their poor ability to simulate climate over one of the past periods considered in this study. Several simulations over the third millennium were performed with LOVECLIM, with the different parameter sets, using SRES greenhouse gas scenarios (B1, A2, A1B) until 2100 AD and greenhouse gas concentrations maintained at their levels as in 2100 AD until the year 3000 AD. According to these simulations, the global mean temperature increases by 1.7 to 3.2°C after 1000 years for scenario A1B with medium carbon and ice sheet sensitivities, depending on the climate sensitivity (Figure 2).

⁵ See the main part of the report for a detailed description of the parameter sets
A large range of ice sheet, glacier, and sea level projections were then performed focusing in particular on the 21st century and the third millennium. The ensemble approach samples the range of uncertainties inherent in crucial ice sheet model parameterisations for basal sliding, flow enhancement, surface ablation and basal melting below Antarctic ice shelves. This is complementary to the usual approach to run model experiments for a wide range of forcing scenarios that were restricted to (prolonged) SRES scenarios B1, A1B and A2. In these experiments, the Greenland ice sheet was found to lose between 15% (scenario B1, low climate and ice sheet sensitivities) and 95% (scenario A2, high climate and ice sheet sensitivities) of its mass after 1000 years of climate warming (Figure 3). Almost all of the melting occurs by surface ablation, whereas iceberg calving quickly decreases as the ice sheet recedes from the coast. For Antarctica, volume changes varied between slight growth for a low scenario and low climate and ice sheet sensitivities, and a volume loss corresponding to a 6 m sea level rise for the high scenario and high model sensitivities after 1000 years (Figure 3). On the millennial time scale, changes in the Antarctic ice sheet are mainly driven by changes in accumulation and ice shelf melt, with a significant contribution from marginal ablation for the experiments producing the largest warming. For all scenarios and all model sensitivities, virtually all of the ice contained in mountain glaciers and small ice caps has disappeared after 1000 years of climatic warming (Figure 3). For the same range of experiments, sea level rise from oceanic thermal expansion was found to vary between 0.6 and 4 m (Figure 3). We conclude from these experiments that a global eustatic sea level rise of at least 2 m is very likely to occur before the end of the third millennium. For scenario A1B and medium ice sheet and climate sensitivities, the value is ~9 m (Figure 3). The upper bound in excess of 20 m is however considered very unlikely to occur, in part because of the large polar amplification in LOVECLIM.

Figure 2: Global mean temperature changes during the third millennium for scenario A1B. Each colour corresponds to one climatic parameter set. Only medium carbon cycle and ice sheet parameter sets (2) are shown.
D. Contribution of the project in a context of scientific support to a sustainable development policy

The work made under ASTER is a contribution to the ongoing international scientific effort to better understand climate change and to quantify more accurately the uncertainties related with climate and sea level projections. This is needed in order to provide a sound basis for policies designed to address the challenge of climate change. Identifying and reducing the uncertainties is deeply in line with the recommendation of the scientific community for the coming years, in particular for next IPCC assessment report. Therefore, work performed under ASTER is expected to be included into IPCC AR5.

E. Keywords

Uncertainty on climate change, future climate change, sea level change, ice sheet modelling, ocean circulation, carbon cycle.
1. INTRODUCTION

Policymakers are facing a wide range of possible scenarios for long-term climate and sea level evolutions without knowing precisely why they differ and how reliable they are. Two factors explain this wide estimated range: uncertainties in the future anthropogenic emissions of greenhouse gases and aerosols, and uncertainties in the understanding and modelling of the processes that influence the climate. Moreover, climate policy is a further unknown that is adding uncertainties to the system (Van Vuuren et al., 2008).

The response of the global carbon cycle to human activities is not well constrained and the future levels of atmospheric CO$_2$ concentration, for given anthropogenic emissions, are still a major cause of uncertainty. Different coupled Earth system models result in very different predictions of the role of the continental biosphere in driving the atmospheric CO$_2$ amount at the century time scale, the feedbacks ranging from very positive to negative (e.g., Cox et al., 2000; Friedlingstein et al., 2001; Thompson et al., 2004). On the ocean side, modelling and process studies suggest that an enhanced stratification, a reduced oceanic meridional overturning circulation (MOC) and changes in biology are expected to reduce the solubility and biological CO$_2$ pumps within one or several centuries (e.g., Maier-Reimer et al., 1996; Sarmiento, 1998; Joos et al., 1999; Schmittner, 2005). Furthermore, studies of Zondervan et al. (2001) and Orr et al. (2005) bring concern about the effect of acidification on the marine ecosystems, a fact whose consequences are not known yet. On the one hand, the effect could be a slight increase in oceanic CO$_2$ uptake (Zondervan et al., 2001; Heinze, 2004), but as CaCO$_3$ shells seem to be very efficient in transferring organic carbon to the deep ocean (e.g., Klaas and Archer, 2002), the longer-term effect could be very different.

For a sustained regional, annual mean warming of more than 3°C, the Greenland ice sheet would eventually completely melt away (Gregory et al., 2004). For warming larger than 10°C, total disintegration could take as little as 1000 years, in which case it would add an average of 7 mm per year to sea level over the period, with wide-ranging implications for climate and mankind. The collapse of the West Antarctic ice sheet in the next few centuries has been largely discussed (Vaughan and Spouge, 2002; Bindschadler, 1998; Oppenheimer, 1998; Vaughan and Arthern, 2007), but its longer-term response remains highly uncertain. Acceleration of ice streams and glaciers as well as the stabilization role of the ice shelves are major concerns that still remain to be established and properly quantified. If fast response mechanisms, such as ice dynamical changes, would still become more widespread and scale with future warming, they would imply greater ice sheet sensitivity to warming than previously considered.

The projected changes in heat fluxes and precipitation over the North Atlantic area as well as interactions with the melting Greenland ice sheet might largely affect the North Atlantic deep water formation and thus the stability of the MOC, with a large potential impact on the climate evolution in the North Atlantic sector and in Europe (e.g. Fichefet et al., 2003). Unfortunately, the magnitude of the MOC response to heat and freshwater perturbations is not very robust among existing models (e.g., Gregory et al., 2005). Moreover, the melting of the Antarctic ice sheet could also release freshwater in the Southern Ocean, with a potential impact on the ocean circulation. Simulations show that freshening or warming in the Southern Ocean acts to increase or stabilize the Atlantic MOC (Rohling et al., 2004; Weaver et al., 2003; Swingedouw et al., 2009)
Under these circumstances, it is difficult to know which decision should be taken to avoid the most dramatic effects of climate change. However, decisions should be taken in a very near future because we could possibly pass some threshold that would lead to irreversible changes. Because of its large impact on sea level and possibly on the MOC, a particularly important issue of large political significance is whether the ice loss would be reversible or whether there exists a point-of-no-return beyond which ice sheet disintegration would continue, even if the climate would revert to present conditions.

The general purpose of the present study is to provide some guidelines on the range of future climate changes and on the causes of the differences between the various projections. In particular, we focus on the stability of the North Atlantic MOC, on the stability of Greenland and Antarctic ice sheets, on biogeochemical feedbacks and on the impact of all these processes on climate (especially in the North Atlantic, European and polar regions) and sea level. Therefore, we use a coupled Earth system model of intermediate complexity, so that the interactions between the various components of the system can be accounted for. However, before studying the future climate, we quantify the ability of our model to reproduce the past. Indeed, future climate scenarios should be checked against the capability of reproducing the past evolution of climate. We focus on the ability of the model to simulate the climate, sea level and atmospheric CO$_2$ concentration variability and changes.

Different methods have been used to assess uncertainties in modelling past and future climate changes. The most straightforward one is to compare the results from different models under similar conditions. This approach is applied in international model intercomparison exercises such as the Paleoclimate Modelling Intercomparison Project (PMIP) (e.g., Braconnot et al., 2002), the Coupled Model Intercomparison Project (CMIP) (e.g., Covey et al., 2000), the Ocean Carbon Intercomparison Project (OCMIP) (e.g., Dutay et al., 2004) or the Ice Sheet Model Intercomparison Project (ISMIP) (http://homepages.vub.ac.be/~phuybrec/ismip.html). It was also employed in the previous assessment reports of the Intergovernmental Panel on Climate Change (IPCC) (e.g., Houghton et al., 2001; IPCC, 2007) to document the range of climate model responses to a given scenario of greenhouse gas concentration. Nevertheless, this method has two important drawbacks. First, major differences in model conception make it difficult to point at a precise cause for different behaviours. Second, it is not possible to sample all the potential range of responses since, in general, only the standard model configurations are utilized in these studies.

In order to explore in a more systematic way the range of possibilities for future climate evolution, it has been proposed to perform large ensemble of experiments in which some key model parameters are varied within a reasonable range (Murphy et al., 2004; Stainforth et al., 2005). This allows estimating a probability density function of some important climate characteristics like the equilibrium climate sensitivity (the annual mean of the globally averaged surface temperature change resulting from a doubling of the atmospheric CO$_2$ concentration) or the spatial distribution of temperature and precipitation changes in response to an increase in greenhouse gas concentrations. Such studies were conducted with atmospheric general circulation models coupled to models of the oceanic mixed layer and were limited to the study of the equilibrium response of climate to a doubling of the atmospheric CO$_2$ concentration.

Here, we focus on the millennial time scale and utilize the fully coupled Earth system model of intermediate complexity LOVECLIM. Compared to coupled general
circulation models (CGCMs), LOVECLIM has the advantage of greatly reduced computer requirements, so that a larger number of sensitivity experiments or climate change and sea level scenarios can be conducted. LOVECLIM is therefore an invaluable tool to explore uncertainties in long-term climate and sea level change projections. First, some components of the model are improved. Then some key parameters of LOVECLIM are varied and parameter sets are selected that lead to very different climate, sea level and atmospheric CO$_2$ concentration responses to changes in forcing. Eventually, experiments are performed using the improved version of LOVECLIM and several parameter sets. We analyse the response of LOVECLIM to a doubling of the atmospheric CO$_2$ concentration and to a freshwater perturbation applied over the North Atlantic Ocean (E-experiments). We study the climate simulated over the last millennium (M-experiments). The climate of the Holocene, including the rapid climate change that occurred at 8.2 kyr BP, is also great of interest for this work, although it is only briefly tackled in this report (H-experiments). We simulate climate change over the next millennium under several greenhouse gas forcings (F simulations) with a special emphasis on the evolution of the Greenland ice sheet, as well as its impact on climate, sea level change and ocean circulation. The interaction between climate and carbon cycle is also analysed. All these simulations are performed with the selected parameter sets.
2. METHODOLOGY AND RESULTS

A. Model description

LOVECLIM consists of five major components representing the atmosphere (ECBilt), the ocean and sea ice (CLIO), the terrestrial biosphere (VECODE), the oceanic carbon cycle (LOCH) and the Greenland and Antarctic ice sheets (AGISM). Please refer to http://www.astr.ucl.ac.be/index.php?page=LOVECLIM%40papers for a full list of references on climate change studies carried out with the model.

1. ECBilt

ECBilt is a three-dimensional, spectral, quasi-geostrophic model of the atmosphere developed at the Koninklijk Nederlands Meteorologisch Instituut, De Bilt (Opsteegh et al., 1998). It has a T21 horizontal resolution and 3 levels located at 800, 500 and 200 hPa. The model includes an explicit representation of the hydrological cycle and a dynamically passive stratospheric layer. Cloudiness is prescribed according to present-day climatology. The shortwave radiation scheme accounts for the absorption of solar radiation by atmospheric gases and clouds. Absorption is parameterised as a prescribed fraction of the incoming solar radiation. Reflection of solar radiation takes place at the top of the atmosphere and at the surface. The reflected sunlight from the surface is completely reemitted to space. The longwave radiation scheme follows the approach proposed by Chou and Neelin (1996). To take into consideration clouds, we combine the perturbed fluxes for clear sky conditions with those for cloudy conditions using the actual cloud cover per grid cell.

2. CLIO

CLIO (Coupled Large-scale Ice–Ocean model) is a three-dimensional ocean–sea ice model built at the Université catholique de Louvain (Goosse and Fichefet, 1999). The oceanic component is a primitive-equation, free-surface ocean general circulation model (Deleersnijder and Campin, 1995; Campin and Goosse, 1999). It contains a sophisticated formulation of the subgrid-scale vertical mixing (Goosse et al., 1999) and a parameterisation of density-driven downslope flows (Campin and Goosse, 1999). An isopycnal diffusion scheme, the Gent and McWilliams’ (1990) parameterisation of the tracer transport due to meso-scale eddies, a parameterisation of the large-scale interactions between Antarctic ice shelves and the ocean (Beckmann and Goosse, 2003) and a physically-based representation of the upper boundary condition for the salinity balance (Tartinville et al., 2001) are implemented in this model. Furthermore, a module that computes the contribution of the oceanic thermal expansion and/or haline contraction to global and regional sea level changes is included. The sea ice component (Fichefet and Morales Maqueda, 1997) accounts for the heat capacity of the snow-ice system, the storage of latent heat in brine pockets trapped inside the ice, the effect of the subgrid-scale snow and ice thickness distributions on sea ice thermodynamics, the formation of snow ice under excessive snow loading and the existence of leads within the ice pack. Ice dynamics are calculated by assuming that sea ice behaves as a two-dimensional viscous-plastic continuum. The horizontal resolution of CLIO is 3° × 3°, and there are 20 unequally spaced levels in the ocean. The only flux correction applied to CLIO when coupled to ECBilt is an artificial reduction of precipitation over the Atlantic and Arctic Oceans, and a
homogeneous distribution of the removed amount of freshwater over the North Pacific Ocean (Goosse et al., 2001).

3. VECODE

VECODE (VEgetation COntinuous DEscription model) is a reduced-form model of the vegetation dynamics and of the terrestrial carbon cycle (Brovkin et al., 2002). This model simulates at the same resolution as the one of ECBilt the dynamics of two main terrestrial plant functional types: trees and grassland. The equilibrium tree fraction in a given grid cell is taken as a function of climatic parameters (the positive degree-day (PDD) index and the annual mean precipitation). The equilibrium fraction of desert (i.e. bare soil), either cold or warm, is also obtained from climatic parameters using empirical formulas. The equilibrium grassland fraction is defined as the land covered neither by tree nor by desert. If climate changes, the model simulates vegetation transition from the equilibrium for the previous climate towards an equilibrium for the new climate.

Four carbon compartments are considered in the carbon cycle component of the model. They all have different turnover times: a fast pool of green biomass (leaves), a slow pool of structural biomass (stems, roots), a fast pool of organic matter (litter) and a slow pool of organic matter (woody stems and roots). Carbon isotopes $^{13}C$ and $^{14}C$ as well as fractionation processes during their transfer are also modelled. The simulated vegetation changes only affect the land surface albedo in ECBilt and have no influence on other processes such as, for instance, evapotranspiration.

4. LOCH

LOCH (Liège Ocean Carbon Heteronomous model) is a three-dimensional oceanic carbon cycle model developed at Université de Liège (Mouchet and François, 1996). It simulates the fate of dissolved inorganic carbon, total alkalinity, phosphates, dissolved and particulate organic matter, silica, oxygen as well as organic and inorganic $^{13}C$ and $^{14}C$. Physical, chemical and biological processes control the concentration of dissolved CO$_2$ at the sea surface. A variable rain ratio links the production of carbonate shells to the export production – this ratio is expressed as a function of temperature and silica availability. Since the fate of carbonate shells at depth is fully determined by the water chemistry, LOCH explicitly includes a carbonate compensation mechanism.

LOCH also includes an atmospheric module that simulates the evolution of various gases in the atmosphere (CO$_2$, $^{13}$CO$_2$, $^{14}$CO$_2$ and O$_2$). The atmosphere is considered to be well mixed in the zonal direction, whereas a diffusive law represents the meridional transport. The concentrations of atmospheric gases are then predicted on the basis of the fluxes to or from the ocean and the terrestrial biosphere, and, if applicable, of any other sources (e.g., anthropogenic emissions). LOCH is fully coupled to CLIO and runs with the same time step and on the same grid. It is forced by the oceanic temperatures, salinities and velocities, the downwelling currents, the horizontal and vertical diffusivities, the sea ice cover and the surface wind speeds. It should be noted that actual values and not anomalies intervene in the coupling of LOCH to the other LOVECLIM components. VECODE provides LOCH with the annual air-biomass local carbon fluxes that are then zonally integrated in the atmospheric module imbedded in LOCH. Combining the carbon fluxes from the vegetation and the ocean, LOCH then computes the globally averaged annual mean atmospheric CO$_2$ concentration transmitted to the atmospheric radiative scheme.
The atmospheric module offers two options for the study of the carbon cycle: either the concentrations are prescribed in the atmosphere (diagnostic mode) or the concentrations evolve according to the various exchange processes as described above (prognostic mode).

5. AGISM

AGISM (Antarctic and Greenland Ice Sheet Model) consists of two three-dimensional thermomechanical ice dynamics models for each of the polar ice sheets. Both models are based on the same physics and formulations. They are composed of a three-dimensional thermomechanical model of ice sheet flow, a visco-elastic bedrock model and a model of the mass balance at the ice atmosphere and ice ocean interfaces (Huybrechts, 2002). For both ice sheets, calculations are made on a 10 km \times 10 km resolution grid with 31 vertical layers in the ice and another 9 layers in the bedrock for the calculation of heat conduction in the crust. The only difference between both ice sheet models is that AISM includes coupled ice shelf flow to enable grounding-line migration, whereas GISM assumes iceberg calving when the ice sheet reaches the prescribed coastline. Interaction with atmosphere and ocean is effectuated by prescribing the climatic input, consisting of the surface mass balance (accumulation minus ablation), surface temperature and the basal melting rate below the ice shelves surrounding the Antarctic continent.

The atmospheric variables needed as an input for AGISM are surface temperature and precipitation. Because the details of the Greenland and Antarctica surface climates are not well captured on the ECBilt coarse grid, these boundary conditions consist of present-day observations as represented on the much finer AGISM grid onto which climate change anomalies from ECBilt are superimposed. Monthly temperature differences and annual precipitation ratios, computed against a reference climate corresponding to the period 1970-2000 AD, are interpolated from the ECBilt grid onto the AGISM grid and added to and multiplied by the observed surface temperatures and precipitation rates, respectively. The oceanic heat flux at the base of Antarctic ice shelves is also calculated in perturbation mode using the parameterisation proposed by Beckmann and Goosse (2003). After performing mass balance and ice dynamics computations, AGISM transmits the calculated changes in land fraction covered by ice and orography to ECBilt and VECODE. In addition, AGISM provides CLIO with the geographical distribution of the annual mean surface freshwater flux resulting from ice sheet runoff, iceberg calving, runoff from ice free land and basal ice melting. All of these sources of freshwater are added to the surface layer of coastal oceanic grid boxes. Some adjustments are regionally applied to the heat and freshwater fluxes to ensure conservation in the coupled system (see Driesschaert (2005) for details).

6. Global glacier melt algorithm

The response of mountain glaciers and ice caps is accounted for by a global glacier melt algorithm (Raper and Braithwaite, 2006). The algorithm is run in off-line mode and consists of a mass balance and a geometric glacier model. A separation is made between melt contributions from mountain glaciers and ice caps, as these have distinctly different geometric characteristics. The algorithm also has an improved treatment of volume shrinkage to take into consideration simultaneous changes in glacier area. This allows glaciers to reach a new equilibrium under a climate warming, contrary to older models which use a time-constant sensitivity for mass balance, so that glaciers would melt away for any warming rather than approaching a
new equilibrium (e.g., Gregory and Oerlemans, 1998; van de Wal and Wild, 2001). The algorithm is forced by applying annual temperature anomalies with respect to the 1961-1990 period. Precipitation changes are not considered in line with conclusions from several studies showing this to be of secondary importance (Braithwaite et al., 2002; van de Wal and Wild, 2001).

**B. Methodology**

1. **Model improvements**

**Land surface scheme**

The land surface scheme included in ECBilt has been improved in order to better represent the impact of vegetation in the frame of climate change. The goal of the new parameterisation is to get a better representation of the feedbacks between vegetation and climate through improvement of the hydrological coupling between them. It takes into account the impact of vegetation on evaporation (transpiration) and on the bucket depth (i.e., the maximum water depth that can be hold in the soil). The variable bucket depth has a direct impact on the runoff. Originally, evaporation in LOVECLIM was computed as:

\[ E = \frac{\rho_a \Delta Q}{r_a b_m} \]

where the aerodynamic resistance \( r_a \) depends on the surface drag coefficient and on the wind speed; \( \rho_a \) is the density of air; \( \Delta Q \) is the difference in humidity between the surface and the air layer above; \( b_m \) is the water storage in the soil and \( b_{\text{max}} \) is the bucket depth (the maximum possible value of \( b_m \)). The reference value of \( b_{\text{max}} \) is 0.15 m (bm15). We have performed two sensitivity experiments with this parameter set equal to either 0.10 m (bm10) or 0.20 m (bm20). A smaller value leads to a decrease in the annual mean precipitation over North America and Europe. The evaporation is therefore reduced together with the latent heat flux. Consequently, the annual mean surface temperature increases in these regions (Figure 4).

![Figure 4: Annual mean surface temperature (°C). Deviation from the reference simulation (bm15) of (left) bm10 and (right) bm20.](image)

This feedback is especially active during summer. The combined changes in precipitation, soil water availability and surface temperature lead to an increase in grass fraction at the expense of the tree fraction. The broad feature is opposite in case of a larger depth active soil. As far as the north of Africa is concerned, a reduced value leads to an increase in desert area there since the soil water content is reduced. The albedo change induces a cooling in this region. The desert fraction
over Sahara is larger for a larger value of this parameter since \( b_m / b_{\text{max}} \) decreases in this dry region. The increase in desert area induces a cooling in winter through the albedo increase and the decrease in evaporation implies a warming in summer. Those experiments show that the vegetation is sensitive to the bucket depth.

In order to improve the coupling between climate and vegetation, the bucket depth is made dependent on the vegetation and a canopy resistance term is added. Several parameterisations with increased level of complexity were tested before reaching satisfying results. Only the final formulation of evapotranspiration is presented here. In agreement with Milly and Shmakin (2002), the transpiration is given by the following formula and should be later added to the evaporation:

\[
E = \frac{\rho_a}{(r_s + r_s)} \cdot \Delta Q \cdot \frac{b_m}{b_{\text{max}}}
\]

\( r_s \) is the canopy resistance and is computed as in SECHIBA (Ducoudré et al., 1993). The canopy resistance includes both bulk stomatal and leaf aerodynamic resistances. It depends on incident solar radiation \( (R_s) \) and on the water vapour deficit of the air \( (\varphi) \) simulated above the canopy, and is inversely proportional to the single-sided leaf area index (LAI).

\[
r_s = \frac{1}{\text{LAI}} \cdot \frac{R_s + R_{0,0}}{R_s} \cdot a + \lambda \varphi/k_0
\]

The LAI of trees and grass is assumed to vary linearly according to the surface temperature \( (T_s) \): \( \text{LAI} = \text{LAI}_{\text{max}} (0.2 + 0.04 \times T_s) \), \( \text{LAI}_{\text{max}} \) being 6 for trees and 2 for grass. The parameters values are given in Table I.

**Table I: Values of the different parameters used for the computation of the canopy resistance.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_{0,0} )</td>
<td>125 W m(^{-2})</td>
</tr>
<tr>
<td>( a )</td>
<td>( 23 \times 10^{-3} ) kg m(^{-3})</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>1.5</td>
</tr>
<tr>
<td>( k_0 ) (grass)</td>
<td>( 30 \times 10^{-5} ) kg m(^{-2}) s(^{-1})</td>
</tr>
<tr>
<td>( k_0 ) (tree)</td>
<td>( 25 \times 10^{-5} ) kg m(^{-2}) s(^{-1})</td>
</tr>
</tbody>
</table>

\( b_{\text{max}} \) is a weighted average for the whole grid area. It will be hereafter referred to as \( b_{\text{max,ave}} \). \( b_{\text{max}} \) is set to 0.05m for desert, 0.15m for grass and 0.3m for forest. The transpiration term is now computed separately for each vegetation type of the grid cell in order to explicitly account for the fact that the area fraction covered by desert has a shallower rooting depth than the area covered by forest. Therefore, it is corrected in the following way:

\[
E_{\text{bare}} = \frac{\rho_a}{r_s} \cdot \Delta Q \cdot \frac{b_m}{b_{\text{max,ave}}} \cdot \frac{b_{\text{max,des}}}{b_{\text{max}}}
\]

\[
E_{\text{tr,grass}} = \frac{\rho_a}{r_s + r_r} \cdot \Delta Q \cdot \frac{b_m}{b_{\text{max,ave}}} \cdot \frac{b_{\text{max,grass}}}{b_{\text{max}}}
\]

\[
E_{\text{tr,tree}} = \frac{\rho_a}{r_s + r_r} \cdot \Delta Q \cdot \frac{b_m}{b_{\text{max,ave}}}
\]

The evapotranspiration is then computed as the sum of the evaporation \( (E) \) and transpiration \( (E_{\text{tr}}) \):

\[
E + E_{\text{tr}} = 1 \cdot E_{\text{bare}} + F_{\text{grass}} \cdot E_{\text{tr,grass}} + F_{\text{tree}} \cdot E_{\text{tr,tree}}
\]

\( F \) is the fraction of the grid cell covered either by grass or trees.
The experiment testing this parameterisation (lbm5) shows as broad feature a strengthening of forests and deserts (Figure 5). There is a cooling over Western North America, Western Europe and South of Africa. This cooling is related to an increase in latent heat flux since the concerned regions are forested areas. There is a warming in the northern part of Africa for the opposite reason. There is also a strong warming over the entire Arctic region, which is due to an increase in tree fraction at high northern latitude decreasing the albedo there in autumn and winter. The impact on vegetation is an increase in forest area over Western Europe and most of North America at the expense of grass. The desert extends over most of North Africa and also over Eastern Europe.

![Figure 5: Vegetation change (in lbm5) either forest (left) or desert (right) compared to the reference simulation.](image)

This lbm5 parameterisation was kept in LOVECLIM because it leads to a reasonable response. The feedbacks between vegetation and climate related with climate change between the Holocene and the present time are enhanced. However, further detailed sensitivity experiments should be performed to confirm that result. Some biases of the model could not be reduced by the improvement performed because they result from unrealistic patterns of precipitation in LOVECLIM (e.g., wrong location of deserts in South America and Africa).

The stability of the LOVECLIM model, including this new land surface scheme, has then been tested. Two long equilibrium simulations (2000 years) were performed with the forcing conditions that prevailed during the mid-Holocene (some 6000 years ago) and the pre-industrial times. In both cases, it was checked that the globally averaged, annual mean surface temperature, mean ocean temperature and strength of the Atlantic meridional overturning circulation do not exhibit any long-term drift. The simulated pre-industrial climate is characterized by the globally averaged, annual mean surface temperature of 16.1°C, i.e. 0.3°C higher than with the former land surface scheme. The hydrological cycle is also slightly amplified on a global scale (increase in precipitation and evapotranspiration). Table II, below, provides other characteristics of the simulations.

On an annual average, the zonal mean surface temperature is too high (compared to the data) between 30°N and 60°S (Figure 6). However, the polar regions (Arctic and Antarctic) are cooler than the observations. Annual mean precipitation is in good agreement with observations poleward of 30°. Nevertheless, the model cannot reproduce the large precipitation in the equatorial region and it overestimates the precipitation in the tropical regions (Figure 6). The model including the new land surface scheme simulates more forested area than in the observations over most of the continents, except for the Eurasian boreal forest, which is underestimated compared to observations. However, it has to be mentioned that our pre-industrial
simulation does not take into account the human deforestation, which is present in the observations. The deforestation is estimated to be 30% on a global scale. Taking into account this feature improves considerably the agreement between model and observations. Desert fraction is underestimated over Sahara and Arabia. The Chile desert and the African forest are not well located.

Table II: Some characteristics of the pre-industrial and Holocene simulations with the new land surface scheme.

<table>
<thead>
<tr>
<th></th>
<th>Pre-industrial</th>
<th>Holocene</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_s$ (°C)</td>
<td>16.1</td>
<td>16.4</td>
</tr>
<tr>
<td>$pp$ (cm/yr)</td>
<td>107.05</td>
<td>108.32</td>
</tr>
<tr>
<td>$SST$ (°C)</td>
<td>19.0</td>
<td>19.1</td>
</tr>
<tr>
<td>$To$ (°C)</td>
<td>3.23</td>
<td>3.34</td>
</tr>
<tr>
<td>NH sea ice area – max (km$^2$)</td>
<td>$\sim 14 \times 10^6$</td>
<td>$\sim 14 \times 10^6$</td>
</tr>
<tr>
<td>NH sea ice area – min (km$^2$)</td>
<td>$\sim 7 \times 10^6$</td>
<td>$\sim 5 \times 10^6$</td>
</tr>
<tr>
<td>MOC (in the North Atlantic) (Sv)</td>
<td>$\sim 28$</td>
<td>$\sim 28$</td>
</tr>
</tbody>
</table>

Ts : global annual mean surface temperature  
pp : global annual mean precipitation rate  
SST : global annual mean sea surface temperature  
To : global annual mean temperature of the ocean  
NH sea ice area – max : maximum of the Northern Hemisphere sea ice area  
NH sea ice area – min : minimum of the Northern Hemisphere sea ice area  
MOC : maximum value of the North Atlantic meridional overturning streamfunction

Figure 6: Zonal distribution of the simulated annual mean surface temperature (left) and annual precipitation (right) for the pre-industrial forcings. Model simulation (green) is compared with observations (red).

The major feature of the simulated mid-Holocene climate is a greening of the Sahara desert. The Holocene simulation exhibits indeed a decreased fraction of desert and an increased fraction of grassland over the Sahara region compared to the pre-industrial runs. There is also an increase in the tree fraction over the Sahel region at 6 kyr BP compared to pre-industrial times. This vegetation change is associated with a large precipitation increase over Sahara, as well as over Arabia.
LOCH

In the former LOCH version, rivers compensated for any matter loss to the sediments. The updated version allows the user choosing either automatically adjusting fluxes or prescribed or non-balancing external fluxes. The differences in the outcome of the model are negligible when considering the industrial era and the coming centuries. However, on much longer time scales, this decoupling may be of importance.

The interface coupling LOCH and CLIO was built in order to guarantee that the transports of tracer and salinity are coherent. A hybrid vertical advection scheme was implemented in LOCH to guarantee monotonicity. Off-line tests led to reasonable results. However, when applied in the on-line version, the uptake of anthropogenic CO₂ was much too large (exp. 1hg-1 in Figure 7 and Table III). After analysis, it became clear that numerical noise linked to the inertial term in CLIO caused the vertical velocity in the deep ocean to oscillate with significant amplitude at a high frequency. This translated into a large numerical diffusivity with the hybrid vertical scheme, which resulted in too much mixing of tracers between the surface and the deep ocean. This numerical noise diminished drastically when computing the Coriolis term in the equation of motion in a totally implicit way in replacement of the former semi-implicit scheme. This modification leads to a dramatic decrease of the anthropogenic CO₂ ocean uptake (exp. stdAM-1 in Figure 7 and Table III).

Figure 7: Effect of the implicit factor in the Coriolis term on the ocean anthropogenic CO₂ uptake. This factor is 1.0 for experiment stdAM, 0.75 for exp. AML and 0.5 for exp. 1hg. Two different schemes for the vertical transport of tracers were used: a 2nd order centered scheme (exp. “-0”) and the hybrid 1st order scheme (exp. “-1”). The vertical bar represents the data-based estimated ocean uptake of anthropogenic CO₂ (Houghton et al., 2001).

The ocean uptakes of CO₂ during the 80’s and 90’s are respectively given in rows 4 and 5 of Table III for sensitivity experiments to the numerical scheme. The transport scheme is given in column 2, while column 3 contains the implicit factor for the Coriolis term. The last two lines show the estimates from the OCMIP-2 models and from the IPCC TAR (Houghton et al., 2001).

Up to now, the transport equation of tracers in LOCH did not consider the Gent and McWilliams’ parameterisation, as is the case in CLIO. We tested the implications of neglecting this feature in LOCH. Considering it results in marginal changes of tracer distribution. The largest differences between the results obtained with or without the Gent and McWilliams’ scheme occur for silica (Figure 8). The reason for such minor changes is probably to be found in the low value of the skew-diffusion coefficient used in CLIO. Including this parameterisation does not improve the distribution of...
nutrient concentrations in the Southern Ocean as was suggested elsewhere (Gnanadesikan, 1999).

Table III: Sensitivity of LOCH to the numerical scheme.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Vertical scheme</th>
<th>Implicit factor</th>
<th>Coriolis term</th>
<th>Air-sea CO₂ flux during the 80's (PgC/yr)</th>
<th>Air-sea CO₂ flux during the 90's (PgC/yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1hg-1</td>
<td>hybrid</td>
<td>0.50</td>
<td></td>
<td>3.20</td>
<td>3.93</td>
</tr>
<tr>
<td>1hg-0</td>
<td>centered</td>
<td>0.50</td>
<td></td>
<td>1.66</td>
<td>1.99</td>
</tr>
<tr>
<td>AML-1</td>
<td>hybrid</td>
<td>0.75</td>
<td></td>
<td>2.33</td>
<td>2.66</td>
</tr>
<tr>
<td>AML-0</td>
<td>centered</td>
<td>0.75</td>
<td></td>
<td>1.59</td>
<td>1.80</td>
</tr>
<tr>
<td>stdAM-1</td>
<td>hybrid</td>
<td>1.00</td>
<td></td>
<td>2.06</td>
<td>2.54</td>
</tr>
<tr>
<td>stdAM-0</td>
<td>centered</td>
<td>1.00</td>
<td></td>
<td>1.51</td>
<td>1.78</td>
</tr>
<tr>
<td>OCMIP-2</td>
<td></td>
<td></td>
<td></td>
<td>1.56-2.42</td>
<td>1.80-2.80</td>
</tr>
<tr>
<td>IPCC TAR</td>
<td></td>
<td></td>
<td></td>
<td>1.3-2.5</td>
<td></td>
</tr>
</tbody>
</table>

Figure 8: Zonal average of silica concentrations without (left) and with (right) the Gent and McWilliams’ parameterisation implemented in LOCH. The vertical scale is depth (km). Note that the scale for the upper 500m is not linear. The same colour scale is used in both panels.

Major adaptations of LOCH are related to the biological module. Silica has the potential to play a significant role in the ocean biochemistry at the long time scales. In climate change experiments performed with LOVECLIM1.0, the main perturbation of the ocean biology was the decrease of silica in the surface ocean at high latitudes (Fichefet et al., 2007). In that version, dissolution of opal is solely allowed in the deepest level (S1 hereafter). We tested other dissolution schemes: one in which opal shells are homogeneously distributed in the water column (S2), then another one
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(S3) with temperature-dependent rate and depth control (Bidle et al., 2002; Fuji and Chai, 2005). When examining the global model behaviour (Figure 9), the scheme with bottom dissolution seems to perform slightly better at reproducing the ocean dissolved silica distribution. However, the global opal export rate increases from 75.4 Tmol/yr in S1 to 91.4 Tmol/yr in S3, while field estimates point towards a value less or equal to 120 Tmol/yr (Nelson et al., 1995). The fraction of the export production supported by diatoms in the model also increases from 38% in S1 to 46% in S3. The latter value is very close to the commonly accepted 50% figure (Nelson et al., 1995). The difference between schemes 1 and 3 is that the second allows a refuelling of the euphotic layer consistent with the seasonal time scale. These schemes were also tested with a circulation representing differently the ocean water masses (experiments “A” in Figure 9). The same conclusions may be drawn. Hence the standard version of LOCH now incorporates the temperature-dependent silica dissolution scheme.

Figure 9: Taylor diagram for the experiments with different silica dissolution schemes. The reference (climatological field (Boyer et al., 2006)) is represented by the filled circle on the abscissa. Each experiment corresponds to a different symbol, which is displayed on the top of the figure for reference. Results correspond to the LOVECLIM circulation (label starting with an “S”) or to another circulation (“A”). The numbers refer to the dissolution scheme: 1 (bottom), 2 (homogeneous) and 3 (temperature). The radial distance from the origin is proportional to the standard deviation of the pattern (N) normalized to that of the data. The centered RMS difference between the test and reference field is proportional to their distance apart. The correlation coefficient between the two fields is given by the cosine of the angle between the abscissa and the line joining the origin to the symbol corresponding to the test field (Taylor, 2001).

Further developments of the biological module in LOCH were carried out in collaboration with the ISMAL (Alger) and GHER (ULg) teams. The biological module in LOCH is based on the computation of the export production (that is the net organic matter flux out of the euphotic zone). This export production is determined in a non-linear way from the availability of nutrients and the growth of a primary producer pool. In the standard LOCH version, this biomass pool is considered as being a standing stock, resulting in a strong geographical link between nutrients and export. In a new LOCH version, the biomass pool is fully submitted to the 3-D transport. This new version also allows considering up to three phytoplankton groups (diatoms, photosynthetic cyanobacteria and other phytoplankton species), each group being characterized by its own growth and grazing rates. Nitrogen was also added to the
model; its cycle includes N₂ fixation and denitrification. This model version has been successfully tested with the annual mean circulation fields. This version is not yet part of LOVECLIM. However, in parallel to the ASTER project, the updated LOCH version has been implemented in the 3-D circulation model of the Mediterranean Sea developed by the GHER (Figure 10). Such an application offers a unique opportunity to validate LOCH over an area where the characteristic temporal and spatial scales are much shorter than in the global ocean and where more data are available.

Figure 10: Ocean CO₂ partial pressure (ppmv) from a preliminary simulation with LOCH coupled to the GHER Mediterranean Sea hydrodynamic model. The figure presents the situation in April (left) and October (right). In this simulation the model is constrained with the atmospheric CO₂ as in 1970 A.D. (323 ppmv).

Additional modifications were also brought to the atmospheric module of LOCH in order to allow for a prognostic computation of carbon isotopes in the atmosphere. Two model configurations with respect to the atmospheric isotopic composition (prognostic or constrained) are now available. This feature is useful for simulations over the past.

Several fractionation factors intervene in the exchange of carbon isotopes between reservoirs in LOCH. In the standard version, we take advantage of the formulations of Mook et al. (1974) and Siegenthaler and Münich (1981) for air-sea exchange: a constant factor is used during soft tissues formation while no fractionation occurs during CaCO₃ precipitation. While some fractionation does occur during shell building, its magnitude is highly species-dependent and no clear relationship with the environment has been established yet (Hoefs, 1997). On the contrary, several studies point toward a strong dependency upon water chemistry of the fractionation factor during planktonic growth (e.g. Hinga et al., 1994; Jasper et al., 1994; Rau et al., 1997). We implemented in LOCH the formulation of Jasper et al. (1994), who propose that fractionation during soft tissues formation be inversely related to dissolved CO₂ concentrations.

The impact of this new formulation for the biological fractionation was evaluated with the help of two experiments that only differ by the representation of ¹³C fractionation during biological assimilation: the fractionation factor is constant in experiment F-CST, while, in experiment F-CO₂, it is set according to the formulation of Jasper et al. (1994).
Figure 11: Differences in ocean dissolved inorganic carbon $\delta^{13}C$ between run F-CO2 and F-CST. Positive (negative) values indicate $^{13}C$ enrichment (depletion) in run F-CO2 with respect to run F-CST.

The global average of the fractionation factor in F-CO2 is 0.9758 (the constant factor in F-CST takes the value 0.9780). On average, the upper ocean (0 to 100m) $\delta^{13}C$ is 2.02‰ in F-CO2 and 2.03‰ in F-CST. The model runs differ most when comparing the global mean ocean $\delta^{13}C$: the ocean is more depleted with respect to $^{13}C$ in F-CO2 (0.37‰) than in F-CST (0.43‰). The largest changes occur in the deep Southern Ocean (Figure 11). The lower $\delta^{13}C$ values at depth in F-CO2 are explained by the larger discrimination against $^{13}C$ during phytoplankton soft tissue building in deep ocean ventilation areas since such regions are characterized by low temperatures and hence relatively large dissolved CO$_2$ concentrations. The organic matter sinking to depth hence incorporates less $^{13}C$ in model run F-CO2 than in F-CST. In turn, this explains the larger values obtained at the surface close to 50°S in F-CO2 (Figure 11). Differences of the order of 0.1‰ should be appreciated in the perspective of $\delta^{13}C$ changes of the order of a few tenths of ‰ since the Last Glacial Maximum (Smith et al., 1999). It should be noted that the global values presented above agree well with field estimates (Broecker and Maier-Reimer, 1992; Hoefs, 1997). In both runs, the continental vegetation $\delta^{13}C$ stabilizes around -24.5‰, a value close to that usually quoted for average terrestrial wood (-25‰, Hoefs, 1997).
MEDUSA (Munhoven, 2007) is a transient one-dimensional advection-diffusion-reaction model describing the coupled early diagenesis processes of carbonates, organic matter and opal in the surface sediment. A new extended version has been made available to the project. MEDUSA now also includes equations for the $^{13}$C isotopic signature of the considered carbon-bearing components (calcite, aragonite, organic matter, CO$_2$, HCO$_3^-$, and CO$_3^{2-}$).

MEDUSA has been successfully tested in two different setups:
1. in off-line mode with boundary condition datasets generated by LOCH, in the same configuration as the one used with LOVECLIM;
2. in asynchronous coupled mode with the LOCH version that uses the LSG grid. Steady state simulations as well as glacial-interglacial simulations (120 kyr) were performed.

Some residual problems, typically related to the remineralisation of the organic matter, still need to be solved. The coupling between LOCH and MEDUSA is now completed. The version of LOCH compatible with MEDUSA is totally equivalent to the LOCH version imbedded in LOVECLIM; this was achieved through the development of a “black box” sediment model

**Ice sheet model**

Most of the ice sheet model development work has concentrated on coupling the Northern Hemisphere Ice Sheet Model (NHISM; Zweck and Huybrechts, 2005) with LOVECLIM. LOVECLIM has been set up to include full two-way coupling. NHISM is a three-dimensional thermomechanical ice sheet model, which includes an improved scheme for marine calving to better simulate ice sheet expansion and contraction over shallow marine basins such as the Arctic Ocean shelf. The model is implemented on a 50 km horizontal resolution, larger than the coarse T21 resolution of ECBilt to sufficiently capture the details of the topography and the width of the ablation zone around the margin. The NHISM resolution, on the other hand, is still coarser than the 10 km resolution of AGISM (Antarctic and Greenland ice sheet model). That is because of the larger model domain and because boundary conditions can be less well specified during glacial times than for the present-day ice sheets. Furthermore, the higher resolution of AGISM is required to better represent the marginal outlet glaciers that are mostly topography-controlled. The apparent discrepancy between the numerical resolution of the ice sheet and the atmospheric components are not at odds with each other as climate changes tend to vary on much larger spatial scales than, e.g., bedrock topography.

The scheme of the coupling between NHISM and LOVECLIM is depicted in Figure 12. The coupling is fully interactive and two-way between the ice sheets, at the one hand, and the ocean and the atmosphere at the other hand. Procedures similar to those employed previously for the coupling of AGISM with ECBilt and CLIO were adopted.

**Coupling the NHISM to LOVECLIM**

The key parameters needed as input for NHISM are the surface temperature and the precipitation rate. At this stage, climate changes provided by ECBilt are downscaled in the perturbation mode by superimposing temperature anomalies and precipitation ratios (climate changes versus control) from the T21 grid onto the 50 km grid of NHISM. This procedure is implemented because the climate patterns produced by ECBilt differ from observations. Temperature perturbations are applied monthly, but precipitation ratios are imposed annually. Further tests are however needed to
investigate whether precipitation rates from ECBilt could be applied directly; this procedure should provide a better representation of orographic forcing over the former ice sheets. The interpolation of data from the coarse grid relies on interpolation with Lagrange polynomials. Conversely, ECBilt takes into account changes in surface type and surface elevation caused by the evolution of ice sheets on the continents of the Northern Hemisphere. Comparable with the Greenland ice sheet model, there is no influence of changes in the ocean on NHISM.

Figure 12: Scheme of the coupling procedure between NHISM and LOVECLIM.

In contrast, the ice sheets provide freshwater fluxes from iceberg calving and meltwater runoff, and to a minor extent from basal melting to the ocean. As long as the ice sheet borders the coastline or is near to it, it can be readily assumed that the freshwater flux will enter the nearest grid cell of CLIO, and a simple allocation scheme suffices. However, most margins of the Northern Hemisphere ice sheets in North America and Eurasia are located far away from the ocean. The produced meltwater therefore needs to be routed through the existing lake and river system. Since the evolution of the ice sheets entails large modifications of the surface orography, both from the weight of the ice mass and from isostatic uplift after retreat, large temporal changes in the runoff routing are expected (e.g., Tarasov and Peltier, 2005). Moreover, the ice sheets are known to be able to create ice-dammed lakes during their retreat, and the associated freshwater release may follow unexpected pathways, including under the ice sheets themselves. We therefore developed a novel hydrological meltwater routing scheme that takes into account a variable surface relief and is able to determine the discharge pathway the surface water will follow from any continental location to the coast. These can
then be grouped together for any bordering CLIO grid cell. The allocation is unique. A basic assumption is that the meltwater does not evaporate en route, nor infiltrates into the soil. In a first version of the continental runoff model (CRM), it was assumed by the scheme that any depression will entirely fill before spilling over at its lowest margin. In order to account for time-dependent issues related to reservoir filling and emptying, a further development includes treatment of lake water storage changes. Crucial input to the meltwater routing scheme is a high resolution representation of the surface topography. We used the ETOPO5 (1988) dataset on a 5 x 5 minutes of arc resolution. This corresponds to a resolution of about 9.25 km in latitude and 4.6 km in longitude at 60°N. Although this resolution is still rather coarse to properly resolve all of the narrower valleys, an alternative is not readily available. In recent years, ETOPO5 has been superseded by ETOPO2 (2° resolution) and GTOPO30 (30” resolution), but the latter datasets only show the continental surface and have not been merged with the oceanic bathymetry. They also do not show the bottom topography of the Great Lakes, as does the ETOPO5 dataset. That seriously limits their application in a crucial area of lake formation during ice sheet retreat. The higher resolution datasets would also put too high demands on computer memory and run times.

The continental runoff scheme in NHISM is implemented through the following steps:

1. **Set-up of the interpolation procedure of the NHISM (50 km resolution) onto the ETOPO5 grid.** This is required because changes in NHISM topography are applied to the ETOPO5 topography in anomaly mode to take into account the evolving surface. Use is made of Lagrange polynomials of an order to be selected in the code. The work is performed on a transformed representation of the ETOPO5 data on a 6.25 km x 6.25 km grid for the same stereographic projection as employed in NHISM (called ETOPO5SP). In this way, every 8th grid point in ETOPO5SP coincides with a NHISM grid point.

2. **Inventory of coastal areas and continental depressions.** A mask is first constructed to distinguish between continental and oceanic grid points relative to a variable sea level stand. Using surface gradients, an endpoint is tracked for every ETOPO5SP grid point. An endpoint is the lowest continental surface topography or the first oceanic point that can be reached. If the endpoint is bordering the ocean, the ETOPO5SP grid point belongs to a coastal area. Otherwise, when the endpoint is on land, the continental grid point belongs to a continental depression. The possibility exists to use another contour than sea level to construct the continental mask. Depressions are furthermore defined as consisting of sets of points with the same endpoint. Flat areas are sometimes characterized by a long series of very small depressions.

3. **Grouping of depressions into lakes.** An algorithm is applied to locate adjacent depressions and to find out whether they have a common overflow point, i.e. whether they would merge into a larger lake when filled with water. The procedure is repeated for adjacent depressions until the total number of lakes formed in this way no longer decreases. Convergence is usually reached after applying the search algorithm for about 20 times. The result consists of large depressions or (potential) lakes together with their drainage area.

4. **Documentation of the lakes.** A record is made of the area and volume of the lakes, together with the area of the drainage basin and the coordinates and elevation of the outlet (overflow point). The possibility exists to incorporate evaporation as a control on the lake level but, for now, the scheme assumes that at all times sufficient water is available to fill all depressions.
5. **Grouping of lakes into internal drainage systems.** For all lakes, it is determined into which lower lake it will overflow, i.e. into which contiguous depression having a lower outlet. The process is repeated until the ocean is reached. In this way, all lakes can be grouped for the same ‘endlake’, i.e. the last lake before the ocean is reached. This defines an internal drainage basin having the same outlet into the ocean, i.e. the outlet of the endlake.

6. **Construction of external drainage systems.** It is now possible to link any continental point to a specific point bordering the ocean (ocean point), be it directly for a point belonging to a coastal area or indirectly for a point belonging to a continental depression. The result is a series of external drainage systems grouping all points draining into the ocean through the same ocean point. Many external drainage systems arise in this way of largely varying size, some of which consist of only one ETOPO5 grid point.

7. **Allocation of any ocean point to a CLIO grid cell.** A search algorithm is applied to group all ocean points draining into the same CLIO grid cell. The procedure is based on the nearest neighbour principle as the CLIO coastline does not exactly coincide with the coastline generated in the ETOPO5SP dataset. In this way, any continental ETOPO5 grid point is linked to a specific CLIO grid cell.

8. **Allocation of NHISM grid points to a CLIO grid cell.** For every NHISM 50 km grid point it is determined what is the corresponding collection of ETOPO5SP grid points where ice sheet runoff is released. In this way, any NHISM grid point not by itself bordering the ocean where calving can take place is linked to a specific CLIO grid cell. The scheme therefore is able to partition runoff in the right proportion into respective CLIO cells.

9. **The additional lake storage module** is mostly a post-processing routine that modifies the output on each CLIO grid cell according to reservoir changes on the runoff pathway. Calculating changes in water storage and redistribution on the high resolution ETOPO5SP grid, although theoretically possible, is too time consuming. We therefore opted for a scheme that only operates on changes in potential water storage and runoff connected to each CLIO grid box at a time, thus dealing with the effective freshwater fluxes that reach the ocean. The routine takes as input the maximum potential volume connected to each CLIO grid box, i.e. the integrated volume of all lakes (4.), and the runoff (8.). Initially, all lakes are assumed as fully loaded and the integrated water storage connected the each CLIO box equals its potential. Modifications of surface orography can then increase or decrease the potential, the latter of which leads to major drainage events at times. Runoff either refills the water storage or is released when the storage reaches its full potential. The time period over which water is released to the ocean cannot be derived from the model itself, but rather has to be defined by the user. A guideline for the choice of this model parameter can be found in paleo evidence of past large-scale drainage events and has to be in line with the capability of the ocean model to deal with huge amounts of localized freshwater input. The above procedure is schematically depicted in Figure 13.
The hydrological routing scheme can also be used to establish the discharge pathway of continental precipitation. In that case, however, an additional treatment of evaporation is required to conserve the total water fluxes over the continents. An additional complication is the treatment of endoreic regions of interior drainage such as the intermountain southwest of the United States and the arid zones in central Asia. In the hydrological model, such basins will entirely fill before spilling over at their lowest exit. This does not affect ice sheet runoff in North America. However, it means that, e.g., ice sheet runoff destined for the Caspian Sea will ultimately end up in the Mediterranean via the Black Sea and the Bosphorus.

A direct product of the hydrological routing scheme is the delineation of drainage basins. The model determines for every individual continental location the discharge pathway that surface water will follow to reach the ocean. These pathways can then be grouped together to delineate contiguous drainage basins, which drain into the same oceanic grid cell. During the simulations, the procedure needs to be regularly updated to take into account changes of surface topography caused by ice sheet evolution. This is effectuated every 100 years. Figure 14 shows an example of the delineation over the Northern Hemisphere continents. Some artefacts still remain.
These can mostly be explained by the resolution of ETOPO5SP and the slight smoothing produced by the initial map projection transformation. In cases where a major river cuts through a narrow valley, this may cause artificial lakes, which may ultimately drain into another catchment area and CLIO grid cell.

Figure 14: The continental runoff model (CRM) determines for every land point the discharge pathway that surface water will follow to reach the ocean. Each colour represents an area, which drains into the same CLIO oceanic cell. Only the 96 largest catchments areas are distinguished by an own colour. The smaller ones are all shown in black. Large catchment areas in central Asia with no apparent outlet are in fact bordering the NHISM grid; drainage resulting from such areas is routed to the next closest CLIO ocean grid boxes.

Ultimately, a fully coupled transient run from LGM to present day (PD) is envisioned including AGISM and NHISM in order to study the coupled response of climate and ice sheets. Several runs have to be prepared before that, some of which have been performed successfully. These include equilibrium runs for LGM and PD conditions with the same land-ocean mask (Figure 15, left), which is important to guarantee a prescription of temperature and precipitation anomalies that are not affected by applying different masks. An equilibrium simulation for LGM, including a more realistic topography and land-sea mask without interactive ISM, is presented in the next section (evaluation of model performance).

It is worth mentioning here that equilibrium runs for the LGM were originally performed for all nine ASTER climatic parameter sets, but only the four models corresponding to the lowest climate sensitivity (11, 12, 21, 22) yield reasonable results. The cooling when switching the forcing to LGM conditions leads to far too low temperatures in high latitudes for the highest climate sensitivity parameter sets. This is a direct consequence of the relatively high polar amplification in LOVECLIM as discussed further below. Additionally, a quasi-equilibrium spinup experiment for LGM conditions including steady state freshwater fluxes from the ice sheets has been performed (Figure 15, right), which is meant to reduce the coupling drift during transient experiments. Local cooling is visible at different locations of the North Atlantic, where meltwater fluxes have a negative influence on the heat exchange
between atmosphere and ocean, while the South Atlantic and Pacific Oceans are generally warmer in the run including freshwater fluxes.

Figure 15: Sea surface temperature difference between LGM and PD with constant LGM land-ocean mask (left) and between LGM equilibrium run and quasi-equilibrium run, which includes freshwater fluxes from the ice sheets (right). The parameter set in use is 1122.

In a further intermediate experiment, we simulate the first part of the deglaciation with LOVECLIM, which is forced with transient freshwater fluxes as calculated by a stand-alone NHISM run (Figure 16, left). The global mean surface temperature (Figure 17, right) shows a response to changes in radiative forcing, which largely arises from variations in the prescribed CO₂ concentration (Figure 16, left). On top of this background variability, the temperature signal responds to changes in the MOC (Figure 17, right), which leads to cooling when the MOC strength is considerably reduced. There are two episodes where the MOC is shut down completely for 400 years, which is related to peaks in the freshwater forcing from the melting ice sheets centred at around 17 kyr PB and 14 kyr BP.

Figure 16: Forcing time series for a transient simulation of the last deglaciation. The CO₂ forcing (left) is derived from ice core records. The freshwater forcing (right) is the output from a transient simulation with the stand-alone NHISM.

Figure 17: Temperature and MOC response for a transient simulation of the last deglaciation including freshwater forcing from an off-line run of NHISM.
Note that another precursor experiment was carried out in which NHISM had been coupled with ECBilt-CLIO in asynchronous mode for the period since the Last Glacial Maximum (Figure 18). In this experiment, the ice sheet input into ECBilt was prescribed from a gridded representation of ice sheet extent together with a simple parabolic profile to obtain ice sheet elevation at a 200-year resolution. The present-day land-ocean mask was kept constant and feedback between the ice sheets and the global ocean was switched off.

Since unconstrained coupling between NHISM and LOVECLIM may result in unexpected behaviour, it may be necessary to run fully coupled experiments first under controlled conditions, e.g., by setting geomorphological constraints on ice sheet extent.

Figure 18: Results from a preliminary off-line simulation of the Northern Hemisphere ice sheets with NHISM forced by ECBilt-CLIO at an asynchronous time step of 200 years.

Results from a stand-alone NHISM run including the CRM can be seen in Figure 19. The total runoff over the last deglaciation adds on average 0.3 Sv to the Northern Hemisphere oceans, with larger peaks connected to the fast disintegration of major parts of the ice sheets. The largest lake drainage events are related to major reorganizations of the runoff pathways with emptying of ice dammed lakes. The rate of freshwater output from lake drainage events is given in Figure 19 under the assumption that all water is released in the year of the event.
Evaluation of model performance

As LOVECLIM is a model of intermediate complexity, it cannot be expected to reproduce all the observations with the same skill and the same level of detail as a climate general circulation model (GCM). Indeed, previous studies have underlined some clear and strong model biases in LOVECLIM results. Therefore, we document here the regions (and variables) where the discrepancies are the largest and the ones where the agreement between model results and observations is satisfactory. Therefore, we will describe briefly the mean state of the model for present-day conditions and then discuss the model behaviour for the mid-Holocene (6 kyr BP) and the Last Glacial Maximum (LGM, 21 kyr BP). These two periods are standard ones in the Paleoclimate Modelling Intercomparison Project (PMIP; see, for instance, Braconnot et al., 2007).

Present-day mean climate

A transient simulation has been performed with the fully coupled LOVECLIM model (with the exception of NHISM) over the last 1500 years. The average over the last decades of this simulation is used to evaluate the model behaviour for present-day conditions. The initial conditions for LOCH, VECODE, ECBilt and CLIO come from a quasi-equilibrium run, several thousand years in duration, corresponding to the present-day climate.
forcing applied in 500 AD. For AGISM, as the ice sheets cannot be considered in quasi-equilibrium with the climate at that time, the initial conditions are obtained from a run of AGISM in uncoupled mode covering the last glacial-interglacial cycles and the Holocene up to 500 AD.

During the transient experiment, long-term changes in orbital parameters follow Berger (1978) and the long-term evolutions of non-CO$_2$ greenhouse gas concentrations are imposed (Houghton et al., 2001). The variations in the carbon emission from fossil fuel burning are derived from Marland et al. (2003). The influence of anthropogenic (1850 AD-2000 AD) sulphate aerosols is represented through a modification of surface albedo (Charlson et al., 1991). Forcing by anthropogenic land-use change (including both surface albedo and surface evaporation and water storage) is applied as in Goosse et al. (2005), following Ramankutty and Foley (1999). Finally, natural external forcings due to changes in solar irradiance and explosive volcanism are prescribed following the reconstructions of Muscheler et al. (2007) and Crowley et al. (2003), respectively. The total solar irradiance changes have been scaled to provide an increase of 1 Wm$^{-2}$ between the Maunder minimum (late 17th century) and the late 20th century (Lean et al., 2002; Foukal et al., 2006).

Figure 20: Surface temperature (°C) averaged over the period 1980-2000 in (a) HADCRUT3 dataset (Brohan et al. 2006) and in (b) LOVECLIM.

The comparison between the mean climate over the last decades of this simulation and observations shows that LOVECLIM reproduces reasonably well the main characteristics of the observed surface temperature distribution (Figure 20). For
instance, the zero degree isotherm is quite close to the observed one in both hemispheres, with a more or less constant latitude in the Southern Hemisphere and a wavy structure in the Northern Hemisphere that displays a more northern position on continents than over the oceans. The strong differences at mid- and high latitudes between the cold eastern part of the Atlantic compared to the warmer western part are also clearly seen in both model results and observations. In the tropics, the model is too warm, with a 25°C isotherm located too far away from the equator and an overestimation of the temperature over the continents. Furthermore, the temperature is much too high in the Eastern Pacific.

The simulated zonal mean precipitation has roughly the right magnitude in nearly all the latitude bands (Figure 21). However, the simulated pattern is much too symmetric between the hemispheres. In particular, the model is not able to reproduce the clear and strong absolute maximum observed north of the equator. Furthermore, the precipitation at the observed local minima around 20°S and 30°N is clearly overestimated by the model. At some latitudes, the model error can reach 50% of the precipitation in zonal mean.

Figure 21: Zonal mean precipitation (cm/year) averaged over the period 1980-2000 in Xie and Arkin (1996 and updates) dataset (black) and in LOVECLIM (red).

During winter in both hemispheres, the large-scale structure of the near-surface atmospheric circulation (Figure 22) is well reproduced by the model with, as expected, a general decrease of the geopotential height with latitudes and local minima in the North Atlantic, the North Pacific and in a belt around 70°S. Except for the Aleutian low, the model underestimates the gradients in both hemispheres, leading to simulated winds weaker than the observed ones. Furthermore, the simulated minimum of the geopotential height in the North Atlantic is located too far eastwards, close to Baffin Bay, while the observations have their minimum near Iceland, inducing a wrong wind direction west of Greenland.
LOVECLIM is able to simulate reasonably well the sea ice extent in both hemispheres (Figure 23). In the Northern Hemisphere, the sea ice edge is very close to the observed one in the Pacific sector, both during summer and winter. In the Atlantic sector, the simulated sea ice edge is too far northwards in the Baffin Bay and Labrador region in winter, while, in summer, the sea ice extent is too large. The amplitude of the seasonal cycle of the sea ice concentration is thus clearly too weak in this region in the model. In the western part of the North Atlantic, the model tends to slightly overestimate the sea ice concentration, both in summer and winter. The sea ice extent is also slightly overestimated in the Southern Ocean in both seasons. Two exceptions are the regions west of the Antarctic Peninsula in summer and off East Antarctica around 45°E in winter, where the model underestimates the sea ice extent.
Figure 23: The location of the ice edge averaged over the period 1980-2000, defined by a monthly ice concentration equal to 15%, for (a) March in the Northern Hemisphere, (b) September in the Northern Hemisphere, (c) September in the Southern Hemisphere, (d) March in the Southern Hemisphere. The observations are in blue (Rayner et al., 2003) and LOVECLIM results are in red.

The maximum of the overturning streamfunction in the North Atlantic reaches 22 Sv, with an export towards the Southern Ocean of 13 Sv (Figure 24). Deep convection in the model occurs both in the Greenland-Norwegian Seas as well as in the Labrador Sea, as observed over the last decades. The maximum of the deep cell close to Antarctica has a value of 12 Sv, while 17 Sv are transported northwards close to the bottom in the global ocean. All those values are close to observational estimates and the ones given by other models (Ganachaud and Wunsch, 2000; Gregory et al., 2005; Rahmstorf et al., 2005).

As the model tends to overestimate precipitation in the tropics, the vegetation cover is also overestimated in those regions (Figure 25). The vegetation fraction is also too large at high latitudes, mainly because of an overestimation of the temperature over continents. By contrast, LOVECLIM has a too low vegetation cover in some regions of Australia and Southern America around 30°S.
Figure 24: Meridional overturning streamfunction (in Sv) for (a) the whole World Ocean and (b) the Atlantic in LOVECLIM.

Figure 25: Total vegetation cover in (a) GSWP2 dataset (International GEWEX Project Office, 2002) and in (b) LOVECLIM.

**Mid-Holocene conditions**

For the mid-Holocene simulation, the orbital parameters are set at the values corresponding to 6 kyr BP and the methane concentration is reduced to 650 ppbv. All
the other conditions are chosen identical to pre-industrial ones and a quasi-equilibrium, multi-millennia run is carried out. For this simulation experiment, LOCH and AGISM are not activated. In response to the larger summer insolation, LOVECLIM simulates an increase of JJAS (June-July-August-September) surface air temperatures at 6 kyr BP over the continents in the Northern Hemisphere and over the Arctic (Figure 26). The Southern Ocean is also warmer, with a local temperature maximum increase of ~4°C between 30°E-40°E. By contrast, some regions experience a slight cooling such as seen in Africa just north of the equator, in the Middle East and west of the Japan coast. The JJAS mean precipitation (Figure 27) produced by LOVECLIM, captures well the mid-Holocene characteristic increase over Northern Africa and in the Middle East, associated with an increase in vegetation there. In the northeast of South America, there is also an increase of ~1mm/day. Just southwards of the equator, there is less precipitation over ocean in the mid-Holocene than today. All those results agree reasonably well with the ones of the other models participating in the PMIP2 intercomparison (Braconnot et al., 2007), albeit tropical ocean feedbacks are relatively weak due to the quasi-geostrophic approximation in the atmospheric component ECBilt (Zhao et al, 2005).
The Last Glacial Maximum
In order to simulate the LGM climate, the orbital parameters are modified to the values corresponding to 21 kyr BP and CO₂, methane and N₂O concentrations are set respectively to 185 ppmv, 350 ppbv and 200 ppbv, following the PMIP2 protocol. In addition, the topography of the ice sheets and the geometry of the coastlines are imposed according to the ICE-5G reconstruction (Peltier, 1994). Those boundary conditions were not modified in the LGM simulations presented in the previous section (Coupling the NHISM to LOVECLIM). Moreover, LOCH and AGISM are not activated here. The simulation starts from pre-industrial conditions. After 4000 years, the climate reaches a quasi-equilibrium state characterized by a huge cooling of more than 25°C over the Laurentide and Fennoscandian ice sheets (Figure 28). The model also simulates a large cooling in the Southern Ocean associated with a large increase in sea ice extent. The cooling is stronger over the Atlantic than over the Pacific, in particular northwards of 45°N. In the tropics, the signal is weaker. In some regions, such as North Australia, the changes are very close to zero. Those results are similar to the ones of other simulations performed in the framework of the PMIP2 project (Braconnot et al., 2007), except in the Southern Ocean where the signal obtained in LOVECLIM is larger than the one given by the majority of the other models.

In the North Atlantic, the meridional overturning streamfunction is quite similar to the one simulated for present-day conditions (Figure 29), with a small decrease in magnitude nearly everywhere except between 40° and 60°N in the top 2000m of the water column, while it is generally accepted that the circulation associated with North Atlantic Deep Water was shallower at LGM than at present (Weber et al., 2007; Lynch-Stieglitz et al., 2007). In Figure 29, we also notice a reduction in the inflow of Antarctic Bottom Water in the Atlantic.

Figure 27: Difference of summer (JJAS) precipitation (in mm per day) between the mid-Holocene and present-day conditions as simulated by LOVECLIM.
2. Procedure to launch the experiment and to analyse the results

We set up a procedure designed to launch a large number of simulations and to compare them efficiently with observations. An atlas containing the main results of each component of LOVECLIM, i.e. the atmosphere, the ocean–sea ice, the vegetation, the carbon cycle and the ice sheets is automatically created at the end of each simulation. The various atlases contain maps, time evolutions as well as the anomalies with respect to a chosen experiment. In addition, the atlases can contain present-day climatologies. These climatologies are interpolated and plotted onto the corresponding model grid for comparison purposes. The bias, the correlation and the ratio of standard deviations between observations and model results are also
computed. The atlases are made available to the partners on the protected website. Scripts have also been produced to automatically run the off-line glacier melt algorithm (Raper and Braithwaite, 2006) subsequent to each LOVECLIM experiment in order to simulate the evolution of the area and volume of glaciers and small ice caps, and their contribution to sea level change.

### 3. Choice of the parameters

We select model parameter sets that produce reasonable simulations of the present-day climate and that lead to contrasted simulated responses to a scenario of doubling of CO\textsubscript{2} concentration and to freshwater hosing. Therefore, we identified several sets of climatic parameter values chosen within the range of uncertainty of those parameters (Table IV).

Table IV: The nine ‘climatic’ parameter sets selected for ASTER.

<table>
<thead>
<tr>
<th>Name</th>
<th>l2 (2)</th>
<th>l4 (2)</th>
<th>amplw (3)</th>
<th>explw (3)</th>
<th>albocef (4)</th>
<th>albice (5)</th>
<th>avkb (6)</th>
<th>CorA (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E11</td>
<td>0.125</td>
<td>0.070</td>
<td>1.00</td>
<td>0.3333</td>
<td>1.000</td>
<td>0</td>
<td>1.0 (8)</td>
<td>-0.0850</td>
</tr>
<tr>
<td>E21</td>
<td>0.125</td>
<td>0.070</td>
<td>1.00</td>
<td>0.4</td>
<td>0.900</td>
<td>0</td>
<td>1.5</td>
<td>-0.0850</td>
</tr>
<tr>
<td>E31</td>
<td>0.131</td>
<td>0.071</td>
<td>1.00</td>
<td>0.5</td>
<td>0.950</td>
<td>0</td>
<td>2.5</td>
<td>-0.0850</td>
</tr>
<tr>
<td>E41</td>
<td>0.131</td>
<td>0.071</td>
<td>1.10</td>
<td>0.5</td>
<td>0.900</td>
<td>0</td>
<td>2.5</td>
<td>-0.0850</td>
</tr>
<tr>
<td>E51</td>
<td>0.131</td>
<td>0.071</td>
<td>1.30</td>
<td>0.5</td>
<td>1.050</td>
<td>0.02</td>
<td>2.0</td>
<td>-0.0850</td>
</tr>
<tr>
<td>E12</td>
<td>0.120</td>
<td>0.067</td>
<td>1.00</td>
<td>0.4</td>
<td>0.900</td>
<td>0</td>
<td>2.0</td>
<td>0.0000</td>
</tr>
<tr>
<td>E22</td>
<td>0.125</td>
<td>0.070</td>
<td>1.00</td>
<td>0.4</td>
<td>0.900</td>
<td>0</td>
<td>1.5</td>
<td>-0.0425</td>
</tr>
<tr>
<td>E32</td>
<td>0.125</td>
<td>0.070</td>
<td>1.05</td>
<td>0.5</td>
<td>0.900</td>
<td>0</td>
<td>1.5</td>
<td>-0.0425</td>
</tr>
<tr>
<td>E52</td>
<td>0.125</td>
<td>0.070</td>
<td>1.30</td>
<td>0.5</td>
<td>1.000</td>
<td>0.02</td>
<td>1.5</td>
<td>-0.0425</td>
</tr>
</tbody>
</table>

(1) The names of the experiments have been designed to provide a quick overview of their main characteristics:

The first digit is related to the quasi-equilibrium response of the global mean surface temperature to a doubling of CO\textsubscript{2} concentration in the atmosphere, as obtained in a 1000-yr experiment:

- 1 corresponds to a climate sensitivity lower than 2.0°C;
- 2 corresponds to a climate sensitivity between 2.0 and 2.5°C;
- 3 corresponds to a climate sensitivity between 2.5 and 3.0°C;
- 4 corresponds to a climate sensitivity between 3.0 and 3.5°C;
- 5 corresponds to a climate sensitivity between 3.5 and 4.0°C.

The second digit is related to the response of the model to freshwater perturbation applied in the North Atlantic, which linearly increases at a rate of 0.1 Sv per 500 years (reaching thus a flux of 0.2 Sv after 1000 years):

- 1 corresponds to a decrease of less than 50% of the maximum of the MOC streamfunction after 1000 yr;
- 2 corresponds to a decrease of more than 50% of the maximum of the MOC streamfunction after 1000 yr.

The third and fourth digits are related to the response of the carbon cycle and the ice sheets to temperature perturbations, respectively.

(2) l2 and l4 are two parameters applied in the Rayleigh damping term of the equation of the quasi-geostrophic potential vorticity. l2 corresponds to the 500-800 hPa layer of the model, while l4 corresponds 200-500 hPa layer (see equation 1 of Opsteegh et al. (1998) and equation 11 of Haarsma et al. (1996)).

(3) The simple longwave radiative scheme of LOVECLIM is based on an approach termed the Green's function method (Chou and Neelin, 1996; Schaeffer et al., 1998). The scheme could be briefly represented for clear-sky conditions by the following formula for all the model levels:
Flw = Fref + FG(T',GHG')+ G1 * amplw*(q')**explw

where Flw is the longwave flux, Fref a reference value of the flux when temperature, humidity and the concentration of greenhouse gases are equal to the reference values, FG a function, not explicitly described here, allowing to compute the contribution associated with the anomalies compared to this reference in the vertical profile of temperature (T') and in the concentrations of the various greenhouse gases in the atmosphere (GHG'). The last term represents the anomaly in the longwave flux due to the anomaly in humidity q'. The coefficients Fref, G1 and those included in the function FG are spatially dependent. All the terms have been calibrated to follow as closely as possible a complex general circulation model longwave scheme (Schaeffer et al., 1998), but large uncertainties are of course related to this parameterisation, in particular as the model only computes one mean relative humidity between the surface and 500 hPa, the atmosphere above 500 hPa being supposed to be completely dry.

(4) The albedo of the ocean in LOVECLIM depends on the season and on the location. At each time step, it is multiplied by albcoef in the experiments analysed here. For a typical albedo of the ocean of 0.06, using a value of 1.05 for albcoef increases the value of the albedo to 0.063.

(5) The albedo of sea ice (albice) is based on the scheme of Shine and Henderson-Sellers (1985), which uses different values for the albedo of snow, melting snow, bare ice and melting ice. For thin ice, the albedo is also dependent on the ice thickness. If albice is different from zero in the experiments discussed here, the value of the albedo in the model is increased by albice for all the snow and ice types.

(6) As explained in detail in Goosse et al. (1999), the minimum vertical diffusion coefficient in the ocean follows a vertical profile similar to the one proposed by Bryan and Lewis (1979). The coefficient avkb is a scaling factor that multiplies the minimum values of the vertical diffusion at all depths. A value of avkb of 1 (1.5, 2, 2.5) corresponds to a minimum background vertical diffusivity in the thermocline of 10^{-5} m^2/s (1.5\times 10^{-5}, 2.0 \times 10^{-5}, 2.5 \times 10^{-5} m^2/s).

(7) As ECBilt systematically overestimates precipitation over the Atlantic and Arctic Oceans, it has been necessary to artificially reduce the precipitation rate over the Atlantic and Arctic basins (defined here as the oceanic area north of 68°N). The corresponding water is dumped into the North Pacific, a region where the model precipitation is too weak (Goosse et al., 2001). CorA corresponds to the percentage of reduction of the precipitation in the Atlantic.

(8) The Coriolis term in the equation of motion is computed in a totally implicit way because the semi-implicit scheme used for this term in Driesschaert et al. (2007) induced too much numerical noise. The older scheme has been kept here in experiment E11 only, in order to have an easier comparison with the former version of LOVECLIM (Driesschaert et al., 2007). Because of the larger implicit diffusion associated with this scheme, a lower value of the explicit diffusion is applied in E11.

For each parameter set, three initial experiments are carried out with LOVECLIM without interactive coupling with the ice sheet (AGISM) and oceanic carbon cycle (LOCH) models. A control run under pre-industrial conditions is performed until equilibrium to check that the present-day climate simulated with each selected model parameter set is in relatively good agreement with observations. The equilibrium state is then used as initial state for the next two experiments. Second, a simulation is performed in which the atmospheric CO₂ concentration is doubled, with an increase of 1% per year from the pre-industrial value (277.5 ppm), and is held constant thereafter (Figure 30, left). Third, an experiment is conducted in which the amount of freshwater added in the North Atlantic (20°-50°N) linearly increases from 0 to 0.1 Sv in 500 yr (i.e. a rate of 0.0002 Sv/yr) (Figure 30, right). Two main indices are selected to characterize the response of the model to the prescribed perturbation: the increase in global annual mean surface temperature after 1000 years in the
doubling CO₂ experiment from the equilibrium value and the percentage of decrease in the maximum value of the MOC streamfunction below the Ekman layer in the Atlantic Ocean after 1000 years in the water hosing experiment. For the nine climatic parameter sets, the model sensitivity to a CO₂ doubling ranges from 1.6 to 3.8°C (Table V). Figure 31 shows that the phase space (temperature, MOC) is rather homogeneously covered. For comparison, the GCMs used in the IPCC AR4 (Randall et al., 2007) have an equilibrium climate sensitivity ranging from 2.1°C to 4.4°C, with a mean value of 3.2°C. Our parameter sets almost cover this range, except for the largest climate sensitivities. On the other hand, in an intercomparison of Earth system models of intermediate complexity, Rahmstorf et al. (2005) showed that the width of the hysteresis curve, corresponding to changes in freshwater input, varies between 0.2 and 0.5 Sv. Amongst the models used in this intercomparison, those with three-dimensional ocean models (including ECBilt-CLIO, a former version of LOVECLIM, with general features similar to those of parameter set E11) display a sharp weakening of the North Atlantic MOC for a freshwater input of less than 0.3 Sv. In our sensitivity experiment, which uses a slightly different setup, the meridional overturning streamfunction displays a very strong reduction for freshwater input ranging from 0.2 Sv to 0.4 Sv.

It is reminded that the name of the experiments (Table IV and Table V) has been designed to provide a quick overview of their main features, i.e. response to a doubling of CO₂ concentration in the atmosphere (first digit) and the response to freshwater forcing in the North Atlantic (second digit). The third and fourth digits are related to the response to a perturbation of the carbon cycle and to the ice sheet, respectively.

It must also be underlined that the model parameter sets lead to different equilibrium states with respect to the MOC streamfunction (Table V). Moreover, the time decrease of the MOC streamfunction (in the water hosing experiment) shows several different patterns according to the model parameter sets (Figure 32, right). Indeed, for some model parameter sets (e.g., E11), the MOC streamfunction decreases almost linearly, while others (e.g., E12) exhibit a more abrupt reduction of the circulation. This should be kept in mind for the interpretation of future simulations.

Table V: Main features of the model parameter sets selected for ASTER.

<table>
<thead>
<tr>
<th>Name</th>
<th>Climate sensitivity (1) (°C)</th>
<th>MOC sensitivity (2) (%)</th>
<th>Equilibrium MOC (3) (Sv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E11</td>
<td>1.6</td>
<td>-20</td>
<td>28.2</td>
</tr>
<tr>
<td>E21</td>
<td>2.1</td>
<td>-32</td>
<td>25.9</td>
</tr>
<tr>
<td>E31</td>
<td>2.6</td>
<td>-20</td>
<td>25.2</td>
</tr>
<tr>
<td>E41</td>
<td>3.2</td>
<td>-17</td>
<td>24.7</td>
</tr>
<tr>
<td>E51</td>
<td>3.8</td>
<td>-38</td>
<td>23.5</td>
</tr>
<tr>
<td>E12</td>
<td>1.7</td>
<td>-55</td>
<td>17.5</td>
</tr>
<tr>
<td>E22</td>
<td>2.1</td>
<td>-62</td>
<td>23.3</td>
</tr>
<tr>
<td>E32</td>
<td>2.7</td>
<td>-55</td>
<td>20.5</td>
</tr>
<tr>
<td>E52</td>
<td>3.6</td>
<td>-58</td>
<td>20.0</td>
</tr>
</tbody>
</table>

(1) the increase in global annual mean surface temperature after 1000 years in the doubling CO2 experiment from the equilibrium value;
(2) the percentage of decrease in the MOC streamfunction after 1000 years in the water hosing experiment;
(3) equilibrium strength of the MOC streamfunction in the North Atlantic (Sv).
Figure 30: Perturbation scenarios. (Left): atmospheric CO$_2$ concentration; (right): freshwater forcing in the North Atlantic.

Figure 31: Distribution of the model parameter sets in the phase space (temperature, MOC).

Figure 32: Time evolution of the model response according to the selected model parameter sets to the perturbation experiments. (Left): doubling of CO$_2$ concentration; (right): freshwater forcing. Temperature is presented as deviation from the initial value and MOC is the absolute value.

The key parameters for the carbon cycle are chosen among those with strong impact on the marine biogeochemical cycle and on the response of atmospheric CO$_2$ to emission scenario. The sensitivity experiments deal with the rain ratio and the vertical flux of POM in the ocean, on the one hand, and the continental vegetation fertilization effect, on the other hand. We review these three themes in the following,
present the choice of the parameter sets that are specified for the project experiments and conclude with an analysis of the carbon-climate feedback factor for some of the climatic parameter sets.

a) Ocean carbon cycle

The vertical flux of POM is one factor controlling the sequestration of CO₂ in the deep ocean. It is represented in the model by a power law $z^\alpha$, with $z$ the depth (Martin et al., 1987). Several distributions were proposed (Figure 33), which correspond to different ocean provinces or different estimation methods. The spread in the vertical POM flux profile could also be explained by differences in ecosystems (e.g., Klaas and Archer, 2002)

A shallow profile leads to a large export production by making nutrients more readily available in the upper ocean. But this may be accompanied by a less effective carbon sequestration in the deep ocean. We varied the $\alpha$ factor from -0.950 to -0.648 in LOCH and obtained the export production change summarized in Table VI. A variant of this formulation is found by associating different factors to different foodwebs. In this case, the flux of POM is modelled by associating a deep POM profile (less negative $\alpha$) to the production supported by diatoms. The remaining of the production is due to organisms characterized by smaller sinking velocities, hence experiencing a shallower remineralization. With such a parameterisation the effect of a potential ecosystem change on the global carbon cycle is fully accounted for.

Table VI: Export productions (GtC/yr) obtained with different POM distribution profiles. Columns 6 and 7 correspond to the mixed formulation in which we differentiate between the flux law for diatoms ($\alpha = -0.750$ and -0.500, respectively) and for other species ($\alpha = -0.950$).

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>-0.950</th>
<th>-0.858</th>
<th>-0.750</th>
<th>-0.648</th>
<th>-0.750/0.950</th>
<th>-0.500/0.950</th>
</tr>
</thead>
<tbody>
<tr>
<td>export pr. (GtC/yr)</td>
<td>6.5</td>
<td>6.2</td>
<td>5.7</td>
<td>5.3</td>
<td>6.2</td>
<td>5.5</td>
</tr>
</tbody>
</table>

Figure 33: Illustration of POM flux with depth as from the literature. These fluxes have been normalized to their value at 100 m. The sensitivity experiments performed with LOCH correspond to the colour curves.

The buildup of calcium carbonate shells in the surface ocean results in a CO₂ source to the atmosphere, while dissolution constitutes a sink. The global value of the
calcium carbonate flux to the deep ocean is not well constrained. The rain ratio (defined as the ratio of inorganic carbon content over that of organic carbon in biogenic particles sinking to depth) exhibits a large range of values. The canonical global value of 0.25 has been revised downward as present-day estimates point towards a value around 0.1 (Archer, 2003; Najjar et al., 2007). Smaller values of this rain ratio are observed in more productive area where diatoms usually dominate the foodweb (Tsunogai and Noriki, 1991). At the phytoplankton level, the rain ratio in LOCH is mainly controlled by the assimilation of silica. Hence we modified the Ψ_zoo parameter, which represents the contribution of zooplankton in the precipitation of biogenic CaCO3. A larger value of this parameter implies a larger rain ratio. Two sets of parameters were determined (Table VII). With the first set, a global rain ratio of 0.07 is obtained, while the second set results in a value of 0.12. As LOCH contains a carbonate compensation mechanism, any rain ratio change also impacts the dissolution of calcium carbonate in the deep ocean. With the larger rain ratio, we obtain a downward calcium carbonate flux of 66 TmolC/yr, while dissolution amounts to 48 TmolC/yr. The lower rain ratio results in the precipitation of 38 TmolC/yr, with the dissolution of most of it (32 TmolC/yr).

Table VII: Model parameter sets for the carbon cycle. These parameters influence the continental vegetation fertilization effect (βg and βt; columns 2 and 3), the vertical flux of POM (α_diatom and α_others, columns 4 and 5) and the buildup of calcium carbonate shells (Ψ_zoo, column 6).

<table>
<thead>
<tr>
<th>Carbon cycle parameter set</th>
<th>βg</th>
<th>βt</th>
<th>α_diatom</th>
<th>α_others</th>
<th>Ψ_zoo</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.14</td>
<td>0.50</td>
<td>-0.750</td>
<td>-0.950</td>
<td>0.10</td>
</tr>
<tr>
<td>2</td>
<td>0.36</td>
<td>0.36</td>
<td>-0.858</td>
<td>-0.858</td>
<td>0.22</td>
</tr>
<tr>
<td>3</td>
<td>0.14</td>
<td>0.22</td>
<td>-0.648</td>
<td>-0.648</td>
<td>0.22</td>
</tr>
</tbody>
</table>

The different parameters related to the ocean carbon cycle were tested interactively with the climate over the historical period as well as over the next centuries by forcing the model as described in the next section. The response of the atmospheric CO2 remained well within that obtained with previous versions of the model. On short time scales, changes in the rain ratio or in the export production have a negligible impact on the atmospheric CO2. For example, the atmospheric CO2 partial pressure in 2100 AD changes by at most 7 ppmv across experiments performed with the different parameters for the rain ratio and the POM flux. This change is within the variability produced by the model and can’t be ascertained yet.

b) Terrestrial biosphere

Previous works showed that in experiments performed over the 21st century, LOVECLIM predicts a larger atmospheric carbon uptake by the continental biosphere under climate warming than in experiments in which the radiative effect of the increasing concentrations of greenhouse gases is not accounted for (Plattner et al., 2008). This response is in contrast to other studies (Friedlingstein et al., 2006). Under climate warming, up to 70% of the response of the vegetation in LOVECLIM may be attributed to the fertilization effect, while the climate is responsible for the remaining 30% (Fichefet et al., 2007).

The effect of CO2 on continental vegetation uptake is parameterised with the following formula:

\[ \text{npp} = \text{npp0} \times (1 + \beta \ln (\text{pCO2/ pCO2ref})) \]

where npp is the net primary production, pCO2 the CO2 atmospheric pressure and npp0 and pCO2ref the npp and pCO2 for a
The fertilization effect constitutes a negative feedback on CO$_2$. Under ideal conditions, this effect may be quite large for some ecosystems (e.g., +25% to 60% for young trees under CO$_2$ doubling; +14% for a mixture of grassland and crops; Houghton et al., 2001). For natural forest ecosystems, the magnitude of the effect is poorly known and might be low or negligible. It appears that limitations including nutrients and water constrain the ecosystem response to CO$_2$ (Reich et al., 2006; Pitman and Stouffer, 2006). The standard value for $\beta$ in VECODE is 0.36, i.e. the npp increases by 25% for CO$_2$ doubling. As there are different fertilization responses according to the ecosystem, we separated the fertilization effect in two terms: one for grass ($\beta_g$) and one for forests ($\beta_t$). In addition to the standard case ($\beta = 0.36$), two sets of parameters were determined that lead to a lower fertilization effect.

Table IX as well as from Figure 34.

Table VIII: Sensitivity of the CO$_2$ response to fertilization. Atmospheric CO$_2$ concentration in 2100 AD (column 4) and 2749 AD (column 5) as obtained from sensitivity experiments of the vegetation response to CO$_2$ under the emission scenario SP1000EC2100. The values of the fertilization factors for grass ($\beta_g$) and for trees ($\beta_t$) corresponding to each experiment are given in column 2 and 3, respectively.

<table>
<thead>
<tr>
<th>$\beta_g$</th>
<th>$\beta_t$</th>
<th>Atm. CO$_2$ (ppmv)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2100 AD</td>
</tr>
<tr>
<td>0.36</td>
<td>0.36</td>
<td>690</td>
</tr>
<tr>
<td>0.50</td>
<td>0.14</td>
<td>716</td>
</tr>
<tr>
<td>0.22</td>
<td>0.14</td>
<td>752</td>
</tr>
</tbody>
</table>

Table IX: Maximum value of the annual mean atmospheric CO$_2$ concentration and carbon-climate feedback factor $f$ for the 3 carbon cycle parameter sets and climatic parameter sets 11 (columns 2 and 3), 31 (columns 4 and 5) and 52 (columns 6 and 7). Results from the transient simulations with atmospheric CO$_2$ forcing as in Figure 34. The maximum atmospheric CO$_2$ is from the experiment with climate change.

<table>
<thead>
<tr>
<th>Climatic parameter set</th>
<th>11</th>
<th>31</th>
<th>52</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon cycle parameter set</td>
<td>Max CO$_2$ (ppmv)</td>
<td>$f$</td>
<td>Max CO$_2$ (ppmv)</td>
</tr>
<tr>
<td>1</td>
<td>1146</td>
<td>0.92</td>
<td>1153</td>
</tr>
<tr>
<td>2</td>
<td>1202</td>
<td>0.94</td>
<td>1221</td>
</tr>
<tr>
<td>3</td>
<td>1315</td>
<td>0.95</td>
<td>1348</td>
</tr>
</tbody>
</table>
Figure 34: CO₂ emission scenario used to assess the sensitivity of the carbon cycle to the different carbon cycle parameter sets (see description of the scenario in the text). It includes both fossil fuel emission and fluxes related to land use changes.

c) Carbon cycle parameter sets and climate-carbon feedback

Table VII summarizes the combination of parameters in the global carbon cycle with low to high impacts on atmospheric CO₂. The parameters in set number 2 are identical to the standard version of LOCH used in former versions of LOVECLIM. The three parameter sets in Table VII are those used for the project experiments. The third digit in the experiment name refers to the carbon cycle parameter set, with relatively low (1), medium (2) or high (3) changes in atmospheric CO₂ in response to the same emission scenario.

We assess the sensitivity of the atmospheric CO₂ level to the carbon cycle parameter sets by performing a prognostic CO₂ experiment for each of these sets. This transient simulation starts from an equilibrium state corresponding to the conditions prevailing in 1750. It runs until 3000 and is constrained by changes in the Earth’s orbital parameters (Berger, 1978) and in concentrations of greenhouse gases (GHGs) except CO₂. In addition, the model is forced by anthropogenic emissions of CO₂, including both fossil fuel and deforestation fluxes. Over the historical period (1750-2000), the GHG concentrations (except for CO₂) (Houghton et al., 2001) and carbon emissions (Marland et al., 2003; Houghton, 2003) follow the historical records. From 2000 to 2100, we use the SRES A2 scenario (Houghton et al., 2001) for both carbon emissions and GHG concentrations. After 2100, concentrations of all GHGs (except CO₂) are kept fixed to their 2100 values, while CO₂ emissions from land use are set to zero and fossil fuel emissions decrease according to a bell-shaped curve so that they reach zero a few decades after 2200 (Figure 34). In parallel, each experiment is accompanied with a control simulation in which all the forcings are maintained at their 1750 values with no anthropogenic CO₂ emission.

The three carbon cycle parameter sets lead to contrasted responses of the atmospheric CO₂ concentration to the identical forcing (Figure 35, left, and Table IX). Maximal values of the atmospheric CO₂ concentration differ by up to 169 ppmv between carbon sets 1 and 3.

Table IX. By year 2500, they still differ by 133 ppmv, i.e. a relative difference of about 11%. With parameter sets 1 and 2, the land CO₂ uptake outpaces the ocean uptake (Figure 35, middle), while the reverse happens with carbon set 3.

The parameters related to the continental vegetation processes explain up to 87% of the difference in atmospheric CO₂ response between the various experiments. On such time scales, changes in the rain ratio or in the export production have a much smaller impact on the atmospheric CO₂ level. The contribution of the rain ratio to the
maximum value of the atmospheric CO₂ concentration range is about 10%, while changes in remineralization depth explain about three percents. All together, the three parameter sets allow us to obtain a change in the carbon climate sensitivity (Frank et al., 2010) of the order of 7% (Figure 35, right).

Figure 35: Evolution of the annual mean atmospheric CO₂ concentration (ppmv) with time (left), terrestrial carbon inventory versus ocean carbon inventory (both in GtC) (middle) and atmospheric CO₂ versus the global annual mean surface temperature (right) for the different carbon cycle parameter sets. The dashed line in the middle panel represents the 1:1 slope. Inventories are presented as anomalies with respect to the control run. The same color code is used in each panel, i.e. black for carbon cycle parameter set 1, green for set 2 and red for set 3. Climatic parameter set 11 is used here.

We further analysed the impact of different climatic parameter sets on the global carbon cycle by repeating the transient experiment with climatic parameter sets 31 and 52. In order to be able to evaluate the carbon cycle–climate feedback factor, that is a measure of the influence of climate change on the CO₂ uptake by the ocean and the terrestrial biosphere, we performed the experiment with exactly the same CO₂ emission scenario but in uncoupled mode, that is by switching off any radiative effect from greenhouse gases. Therefore, the coupled experiment includes the full climate and CO₂ interactions, while the uncoupled experiment represents the response of the system to increasing CO₂ levels in an unperturbed climate state (with the exception of the CO₂ fertilisation effect on the terrestrial vegetation).

The feedback factor \( f \) (Friedlingstein et al., 2001) is determined from the ratio of coupled to uncoupled atmospheric CO₂ concentrations. \( f \) is greater than 1 (positive carbon cycle–climate feedback) if the climate change leads to a reduced CO₂ uptake by the ocean and/or the terrestrial biosphere under climate change. The factor is less than 1 for a negative carbon cycle–climate feedback. In that case, lower atmospheric CO₂ levels are obtained in the coupled experiment for a given emission scenario.

The maximum value of the annual mean atmospheric CO₂ concentration does not change much among climatic parameter sets (Table IX); larger changes are obtained with different carbon cycle parameter sets for the same set of climate parameter. The carbon cycle–climate feedback factor (Table IX) increases with carbon sensitivity, decreases with climate sensitivity and remains lower than 1 in all cases. This negative feedback is explained by the increased carbon uptake of the terrestrial biosphere under climate change for high climate sensitivity (Figure 36, left). This increase compensates for the slower uptake by the ocean (Figure 36, middle) resulting from a reduced solubility under warming. The different responses from the terrestrial biosphere and the ocean are fully evidenced in Figure 36 (right). Larger climate sensitivities lead to larger carbon uptake by the terrestrial vegetation under climate change.
Figure 36: Evolution of the annual mean atmospheric CO₂ concentration (ppmv) with terrestrial carbon inventory (left), ocean carbon inventory versus the global annual mean sea surface temperature (SST) (middle) and terrestrial carbon inventory versus ocean carbon inventory (right) for the different climatic parameter sets in coupled (-c) and uncoupled (-u) modes. The dashed line in the right panel represents the 1:1 slope. Inventories are presented as anomalies with respect to the control run. The same color code is used in each panel. Carbon cycle parameter set 2 is used here. Results are presented for the period 1750 AD to 2350 AD.

For the **Antarctic and Greenland ice sheets**, we define three different parameter sets that control ice sheet sensitivity along the ‘melting axis’. These three model versions of AGISM are referred to as ‘low’, ‘mid’, and ‘high’, expressed by the fourth digit in the experiment name respectively equal to 1, 2 or 3. The ‘mid’ model versions are identical to the standard version of AGISM used so far in LOVECLIM (Driesschaert et al., 2007; Swingedouw et al., 2008), which was tuned to best reproduce the current ice sheets and their assumed sensitivity to climate change. Table X gives an overview of the parameter values selected to this effect.

Surface melting and runoff in AGISM are linked to surface temperature through the positive degree-day factors and the standard deviation ‘SIGMA’ of temperature variations around the monthly mean in the degree-day model (Janssens and Huybrechts, 2000). In GISM, these parameters also influence the shape of the present-day ice sheet as surface runoff is an important ingredient of today’s mass balance. The melting strength controls mainly the area of the ice sheet but not its central thickness. To compensate for the associated volume change in the reference state, it is therefore necessary to make adjustments for the ice stiffness and the ability to slide by making concomitant changes in the flow enhancement factor and the basal sliding parameter. The latter parameters mainly control the height-to-width ratio, and thus ice thickness, but hardly affect surface area. It is not possible to find a parameter set that satisfies present-day constraints on both ice thickness and surface area when the melting strength is modified. For the LOVECLIM sensitivity runs, the parameter sets were chosen in order to obtain the same Greenland ice volume for the present day. Likewise, the smaller ice sheet corresponding to the higher melting parameters also has the highest central ice thickness. The effect of the parameter choices for the three GISM runs is illustrated in Figure 37.
Table X: Parameter selection for three versions of AGISM along the melting axis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>‘low’ sensitivity</th>
<th>‘mid’ sensitivity standard version</th>
<th>‘high’ sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>AISM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basal melting below ice shelves [m/yr]</td>
<td>Constant at 0.25</td>
<td>According to net heat input below the cavity</td>
<td>Triple the amount of the ‘mid’ run</td>
</tr>
<tr>
<td>SIGMA (standard deviation melt model) [°C]</td>
<td>4.0</td>
<td>4.5</td>
<td>5.0</td>
</tr>
<tr>
<td>DDFS (positive-degree-day factor for snow melting) [m/yr/PDD]</td>
<td>0.75*0.003</td>
<td>0.003</td>
<td>1.25*0.003</td>
</tr>
<tr>
<td>DDFI (positive-degree-day factor for ice melting) [m/yr/PDD]</td>
<td>0.75*0.008</td>
<td>0.008</td>
<td>1.25*0.008</td>
</tr>
<tr>
<td>GISM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANEWG (enhancement factor/multiplier for the rate factor in the flow law)</td>
<td>1.25*3.5</td>
<td>3.5</td>
<td>0.5*3.5</td>
</tr>
<tr>
<td>ASL (basal sliding parameter) [N m^-3 year^-1 m^-8]</td>
<td>1.25*10^-10</td>
<td>1.00*10^-10</td>
<td>0.5*10^-10</td>
</tr>
<tr>
<td>SIGMA (standard deviation melt model) [°C]</td>
<td>4.0</td>
<td>4.5</td>
<td>5.0</td>
</tr>
<tr>
<td>DDFS (positive-degree-day factor for snow melting) [m/yr/PDD]</td>
<td>0.75*0.003/0.91</td>
<td>0.003/0.91</td>
<td>1.25*0.003/0.91</td>
</tr>
<tr>
<td>DDFI (positive-degree-day factor for ice melting) [m/yr/PDD]</td>
<td>0.75*0.008/0.91</td>
<td>0.008/0.91</td>
<td>1.25*0.008/0.91</td>
</tr>
</tbody>
</table>

Figure 37: Modelled present-day geometries of the Greenland ice sheet corresponding to the 3 parameter sets chosen for the ASTER sensitivity runs. These all have the same ice volume at the present time. The picture at the left shows the observed surface elevation for comparison.
The complication of present-day reference state is absent from AISM as surface runoff is negligible under the current climate. Instead, code and parameter modifications that involve basal melting below ice shelves were chosen to only influence changes with respect to the present-day reference run. This enables to use the same initial start-up files for all three sensitivity versions of AISM. The basal melting rate below the ice shelves arguably constitutes the most important environmental forcing for the Antarctic ice sheet in case of moderate warming. However, its sensitivity to oceanic conditions is subject to very large uncertainties, as is its spatial distribution below the respective ice shelves (e.g., Rignot and Jacobs, 2002). Therefore, our 3 runs vary from a case with constant basal melting (‘low’) to a case in which the oceanic heat input is tripled (‘high’), cf. Table X.

To assess the influence of the 3 parameter sets on the behaviour of AGISM, schematic off-line experiments were performed under prescribed forcings, which mimic 4xCO₂ conditions from earlier runs with LOVECLIM for a duration of 3000 years (Driesschaert et al., 2007). The main outcome of those experiments are summarized in Figure 38 to Figure 40 and set the stage for the parameter variation runs over the third millennium.

Figure 38: Evolution of several large-scale variables of the Greenland ice sheet in the 3 parameter sensitivity runs over the next 3 millennia.

Figure 39: Antarctic ice sheet geometries after 3000 years of 4xCO₂ conditions under the low, mid and high parameter sets. For comparison at the left is the initial condition at the year 2000.
Figure 40: Evolution of several large-scale variables of the Antarctic ice sheet for the 3 parameter sensitivity runs over the next 3 millennia.

For a warming reaching 10°C over Greenland, the ice sheet is found to entirely waste away over a period of between 2000 and 3000 years, in accordance with previous results (Huybrechts and de Wolde, 1999). The melting is entirely driven by surface runoff of up to 10 times larger than the current amount peaking at about 0.08 Sv between 800 and 1200 years after the warming started. The total sea level rise is near to 8 m, with maximum rates of between 40 cm per century (low sensitivity) and 65 cm per century (high sensitivity).

Under similar 4xCO$_2$ conditions over Antarctica, ice sheet retreat is first controlled by increased basal melting rates up to an average of 3 m/year in the high sensitivity experiment. Eventually, surface runoff takes over as the main wastage mechanism. After about 800 years of sustained warming in the high sensitivity experiment, a negative surface mass balance causes continued ice sheet retreat, which is further strengthened by the elevation-mass balance feedback. In that case, the West Antarctic ice sheet disintegrates entirely and the East Antarctic ice sheet starts to retreat on land after 3 millennia, causing a total sea level rise in excess of 9 m. A stable evolution towards a new steady state under a 4xCO$_2$ scenario seems only possible for the low sensitivity parameter set.

4. Description of the experiments

So far (section B.3), several parameter sets were identified that yield different responses of the LOVECLIM model, although the present day simulated climate remains within the range of observations. We distinguish (1) nine parameter sets inducing different sensitivities of the climate to changes in atmospheric CO$_2$ concentration and different responses to changes in freshwater flux in the North Atlantic [climatic parameters], (2) three parameter sets inducing different responses of the carbon cycle model [carbon parameters] and (3) three parameter sets inducing different responses of the ice sheets (Greenland and Antarctica) to temperature changes [ice sheet parameters]. All experiments that are described in this section are performed with a sub-set of the 81 possible combinations of these parameter sets.

The characteristics of the model with each parameter set and, in particular, its ability to simulate past climates are studied with several experiments. A letter indicating the
type of the simulation (e.g., "M" for last millennium simulations) differentiates the experiments. Since LOVECLIM is run in two different model configurations (excluding and including the dynamically coupled ice sheet model AGISM), we use the convention to double the experiment type letter in the latter case (e.g., "FF" for future experiments including the ice sheets).

Each experiment type consists of a series of simulations with different forcings that are named with a four letter word. Two control experiments are routinely performed with either constant CO\textsubscript{2} concentration (CCTL) or prognostic CO\textsubscript{2} concentration (ECTL) and otherwise constant forcing. In other experiments, the variations of atmospheric CO\textsubscript{2} concentration or emission of CO\textsubscript{2} may be prescribed.

**Sensitivity experiments (types E and EE)**

First, a series of schematic sensitivity experiments are performed starting from a pre-industrial control climate. The sensitivity of the climate model to changes in atmospheric CO\textsubscript{2} concentration is evaluated with simulations where the atmospheric CO\textsubscript{2} concentration is doubled with a 1% increase per year, reaching twice the pre-industrial value of 277.5 ppmv after 70 years and held constant thereafter (2CO\textsubscript{2}, Figure 30, left). The sensitivity of the MOC streamfunction to changes in freshwater flux is tested with experiments where an anomalous freshwater flux of 0.1 Sv and 0.2 Sv (FW01, FW02) is instantaneously added in the North Atlantic (20-50°N) in addition to experiments with linearly increasing freshwater input from 0 to 0.2 Sv in 1000 years (HYST). Control simulations (CCTL and ECTL) are performed in both cases. The initial conditions for these simulations are obtained from equilibrium simulations under pre-industrial forcing (insolation and CO\textsubscript{2} concentration).

In the case of the fully coupled LOVECLIM simulations (EE), a 500-yr spinup is run before the sensitivity experiments themselves in order to reduce the model coupling drift. The initial state of the ice sheet model for the pre-industrial climate is set according to stand-alone AGISM simulations. Since AGISM needs present-day reference climate states for the computation of anomalies in temperature and precipitation over the ice sheets, an ensemble of three members of simulations including the years 1970-2000 is performed. These simulations are similar to the last millennium experiments (MM, Conc) as described below, but because reference climate states are also needed for these runs, they are updated in an iterative procedure.

**Last millennium experiments (types M and MM)**

The climate of the last millennium is simulated for each of the 27 combinations of parameter sets involving climatic and carbon cycle parameters. All the simulations start at 500 AD from an equilibrium state at that time. They are run in transient mode until 2000 AD (the procedure described here is similar to the one used for the evaluation of the model performance for present-day conditions; see section B.1). The variations of the atmospheric CO\textsubscript{2} concentration as reconstructed over the historical period are prescribed for the Conc simulations. These simulations also take into account land use changes related to human activities (percentage of crops; Ramankutty and Foley, 1999). On the contrary, the atmospheric CO\textsubscript{2} concentration is modelled (prognostic) in the simulations with prescribed emissions of CO\textsubscript{2} from fossil fuel burning (Efor). Moreover, in those simulations, land use changes are prescribed, which induce changes in CO\textsubscript{2} emission. A second prognostic CO\textsubscript{2} experiment (EMIS) is also realised with fossil fuel emissions as in Efor but in which emissions from deforestation are prescribed after Houghton and Hackler (2002). In the EMIS
In Holocene experiments there is no land use change scenario. At last, two control runs, with constant forcings as in 500 AD, are also performed with either constant CO2 concentration (CCTL) or prognostic CO2 concentration (ECTL). In addition to the atmospheric CO2 concentration, either prescribed or computed by the model, the transient simulations are forced by the volcanic activity (Crowley, 2000), the solar activity (Muscheler et al., 2007) and greenhouse gas (except CO2) concentrations (Houghton et al., 2001). The initial conditions for LOCH, VECODE, ECBilt and CLIO are obtained from a 1500-yr long equilibrium simulation with prescribed present-day ice sheets under forcings at 500 AD. In case of MM simulations, the initial conditions for the Greenland and Antarctic ice sheets are obtained from a run of AGISM in uncoupled mode covering the last glacial-interglacial cycles and the Holocene. The Greenland and Antarctic ice sheets are fixed to their present-day values in M simulations (i.e. AGISM is not coupled with LOVECLIM).

The scenario of historical changes in global land cover developed by Ramankutty and Foley (1999) starts only in 1700. We hypothesize that the land cover changes evolved linearly from its natural state in 500 AD to the estimated values in 1700 AD. Moreover, we assume that croplands replace only forests as long as there is a forest fraction. Deserts and forests (except for the part replaced by crops) are keeping their original (500 AD) extents. Recently, Pongratz et al (2008) estimated the extent of cropland and pasture from 800 AD to 1700 AD. We decided to keep our linear scenario of land use changes, which is actually not too much different from the Pongratz et al (2008) scenario.

The MM simulations (simulations of the last millennium climate with the fully coupled LOVECLIM) are only performed for the Conc and CCTL experiments in order to provide initial state for the FF-experiments (simulation of the future climate) as described below. They start with the same initial conditions as the M simulations for the ocean, the atmosphere and the carbon cycle and include initial conditions for the ice sheets that are obtained from the AGISM stand-alone simulation.

Holocene experiments (type H)

The purpose of the Holocene experiments is to study the ability of the model to simulate the climate of the last part of the last deglaciation, which is characterized by changes in vegetation cover, mostly in the tropical regions, and by considerable changes in the freshwater forcing. Several simulations are conducted over the Holocene.

In a first set of experiments, a transient simulation is run from 8 kyr BP to year 2100 AD, starting from a quasi-equilibrium obtained for 8 kyr BP. In these simulations, LOCH and AGISM are not interactively coupled. The quasi-equilibrium simulation is carried out with orbital parameters and greenhouse gas concentrations corresponding to the 8 kyr BP conditions. The CO2, CH4 and N2O concentrations are maintained constant at values of 260.6 ppmv, 701.5 ppbv, 267.4 ppbv, respectively. Between 8 kyr BP and 1 AD of the transient simulations, the only forcings applied are the insolation and greenhouse gas ones as in Renssen et al. (2005). After 1 AD, in addition to those forcings, the variations in the total solar irradiance, the impact of big volcanic eruptions as well as the role of land use changes (starting in 1000 AD) and of the increase in aerosol load (starting in 1850 AD) are taken into account as in the last millennium (Conc) experiments described here above. For the 21st century, the forcing follows the scenario IPCC Special Report on Emissions Scenarios (SRES) B1, in which the CO2 concentration reaches 540 ppmv in 2100 AD. In all those experiments, the ice sheet topography is kept the same as today. For the early
Holocene, sensitivity experiments performed with an earlier version of the model (Renssen et al., 2005) have shown that neglecting the influence of the remnant of the Laurentide ice sheet has only a marginal, regional impact at that time and this approximation should thus not strongly influence our results.

In a second set of experiments, the importance of freshwater fluxes in the North Atlantic during the early Holocene, in particular the runoff of meltwater from the Laurentide ice sheet that accumulated in huge proglacial lakes south of the ice sheet is investigated (in line Wiersma and Renssen (2006)) by studying the response of LOVECLIM to freshwater fluxes into the Labrador Sea. These simulations refer to a cooling event, mostly recorded in the Northern Hemisphere that occurred approximately 8.2 kyr BP. The strongest evidence for the event comes from the North Atlantic region. A large temperature anomaly is recorded in the Greenland ice cores. It is also present in sedimentary records in the North Atlantic as well as over the adjacent continents (Alley et al., 1997; Alley and Ágústsdóttir, 2005). The estimated cooling over Europe is about 0.5-1°C. Moreover, there is evidence for a wetter climate over Europe during that event, related with the southward shift of the wetter westerlies (see Wiersma and Renssen (2006) for a review). Simultaneously, the collapse of the remnant Laurentide ice sheet and the drainage of large proglacial lakes that collected meltwater delivered huge amount of meltwater into the Hudson Bay (e.g., Clarke et al., 2004).

The simulations start from an early Holocene equilibrium state, i.e. the boundary conditions are adjusted to their 8.5 kyr BP values. The atmospheric greenhouse gas concentrations are taken from Raynaud et al. (2000) (CO$_2$ = 261 ppbv, CH$_4$ = 650 ppbv and N$_2$O = 270 ppbv) and the orbital parameters and insolation are computed as in Berger (1978). LOVECLIM is not coupled with the ice sheet model (AGISM) but we account for the remnant Laurentide ice sheet by lowering surface albedo and increasing elevation of the concerned grid cells (Peltier, 1994), following Wiersma et al. (2006). The model is first run until quasi-equilibrium with these boundary conditions (EH simulations). Then, we perturb this simulation by releasing an additional freshwater pulse into the Labrador Sea (ECBilt grid cell centred around 53.5°N and 50.5°W) (EHF simulations). In our simulations, a total amount of 1.63×10$^{14}$m$^3$ of water is released over two years and the simulation is then continued with no additional freshwater flux. It must be noted that there is a large uncertainty in the amount of freshwater involved in the 8.2 kyr event. It varies from less than 1 up to 5×10$^{14}$m$^3$ (see Wiersma et al (2006) for a review). Moreover, the drainage duration is not precisely known. All these experiments are performed with six parameter sets, i.e. 112, 122, 312, 322, 512 and 522.

Third millennium experiments (type FF)

The major goal of this project is to provide a range of plausible scenarios for future climate and sea level evolution. Therefore, simulations are performed over the next 1000 years (2000 AD to 3000 AD) with a wide range of model sensitivities (parameter sets) and three commonly used SRES scenarios (B1, A1B, A2) that have been prolonged after 2100 AD. Two configurations are used: constrained atmospheric CO$_2$ concentrations (Figure 41, left) and prescribed fossil fuel emissions (Figure 41, right). In both cases greenhouse gas concentrations other than CO$_2$ are maintained at their levels as in 2100 AD until the year 3000 AD. Similarly, we use a scenario until 2100 AD and then the value at 2100 AD until the year 3000 AD for the sulphate radiative forcing. Land use changes and associated carbon fluxes are computed with respect to the crop-area fraction as defined in the forcing file for 1992
AD. These simulations are the continuation of the M and MM simulations over the last millennium. Only the Conc, Efor, ECTL and CCTL simulations are performed for the future climate.

Figure 41: CO₂ concentrations (left) and CO₂ emission (right) scenarios used to perform experiments over the next millennium. In the case of Conc simulations, CO₂ concentration after 2300 AD is maintained at its value in 2100 AD. The emissions scenarios (Efor simulations) follow the fossil fuel emission scenarios from the IPCC TAR (SRES-marker; Annex 2, IPCC, 2002) up to the year 2100 AD. After this date, they were prolonged with the help of a logistic function constrained with the total amount of fossil fuel burned (number in parenthesis to the right of scenario labels). Emissions cease after 2300 AD.

C. Results

1. The pre-industrial climate

An equilibrium experiment under pre-industrial conditions is performed using each of the nine selected climatic parameter sets. For these simulations, LOVECLIM is coupled neither with the ice sheet model (AGISM) nor the oceanic carbon cycle model (LOCH). The various forcings are kept constant. No volcanic eruption is considered. The greenhouse gas concentrations are kept to their 1750 AD values. Simulated climatic variables are compared to recent observations. The model-data comparison mostly puts forward the systematic biases of the model that are present with almost all parameter sets (e.g., Figure 42) as well as in other versions of the model (Goosse et al., 2001) rather than the slight differences between pre-industrial and present-day climates. The purpose of this comparison is to demonstrate that all the parameter sets lead to reasonable mean states but not to analyse in detail model performance for the mean climate. The differences between recent and pre-industrial climates are thus of minor importance here.

For all the parameter sets, the globally averaged, annual mean surface temperature is slightly too high, varying between 15.8 and 16.4°C, the main overestimation being observed at low latitudes (Figure 42a). LOVECLIM underestimates precipitation in the equatorial regions and overestimates it around 20°S and 30°N (Figure 42b). This model feature is a consequence of the quasi-geostrophic approximation, which induces difficulties to simulate a correct Hadley cell (Renssen et al., 2002); it is not significantly modified by any parameter set. Mid- and high latitude precipitation is more properly represented than equatorial precipitation, independent of the parameter set. The model overestimates the tree fraction (Figure 42c) at all latitudes, whatever the parameter set. This overestimation is mostly at the expanses...
of the grass fraction, except in the mid-to-high southern latitudes (southern South America), where the cold desert area is underestimated. This feature of the model is related with the overestimation of temperature over land and overestimation of precipitation in the tropics. The maximum of the strength of North Atlantic MOC (i.e. the annual mean value of the maximum of the North Atlantic meridional streamfunction below the Ekman layer) varies between 17 and 28 Sv. These values lie within the range given by GCMs (e.g., Dixon and Lanzante, 1999; Gent, 2001). The sea ice extent in the Northern Hemisphere varies seasonally from a maximum between 14.3 and 15.1×10^6 km^2 in March to a minimum between 6.7 and 9.3×10^6 km^2 in September, while observations (average value between 1979 and 2000; Comiso and Nishio, 2008) give a maximum of less than 16×10^6 km^2 and a minimum of 6.9×10^6 km^2.

Figure 42: Zonally averaged surface temperature (°C), annual mean precipitation (cm/yr), and tree fraction (%) simulated for the pre-industrial time according to the nine climatic parameter sets (colour lines). Observations are in black (Brohan et al. (2006) for temperature; Xie and Arkin (1996, 1997) for precipitation; http://www.monsoondata.org:9090/dods/gswp/grid/fixed/classfrac_igbp for tree fraction). Carbon cycle parameter set 2 is used here.

2. Changes in the coupled model state when including the ice sheets

Climate sensitivity

To characterise the response of the model to the prescribed CO₂ forcing, we define the index $C_{S_{\text{eff}}}^{1000}$ as 'effective climate sensitivity' (Murphy, 1995; Cubasch et al., 2001) after 1000 years in experiment 2CO₂. This definition runs in parallel with the IPCC AR4 definition (Randall et al., 2007), taking into account a specific cryospheric time scale of 1000 years, when both major ice sheets are still present and contribute to climate feedbacks. This choice is guided by the fact that the two other IPCC AR4 definitions of 'equilibrium climate sensitivity' (ECS) and 'transient climate response' (TCR) (Cubasch et al., 2001; Randall et al., 2007) are not well suited either for our
models including dynamic ice sheets (ECS) or for the time scale under consideration here (TCR). We compute $C_{S_{\text{eff}}}^{1000}$ following the notation of Gregory et al. (2002):

$$C_{S_{\text{eff}}}^{1000} = \frac{Q_{2x}}{\lambda},$$

(6)

where $Q_{2x} = 3.78 \text{Wm}^{-2}$ is the radiative forcing that results from a doubling of the CO$_2$ concentration in our model and $\lambda$ can be calculated as

$$\lambda = \frac{Q_{2x} - F^{1000}}{\Delta T^{1000}}.$$  

(7)

$F^{1000}$ and $\Delta T^{1000}$ are the ocean heat uptake in Wm$^{-2}$ and the surface temperature change at year 1000 of our model experiments, respectively. The resulting $C_{S_{\text{eff}}}^{1000}$ is consequently a measure of the strength of the feedbacks active on millennial time scales, which is the desired outcome. Note that the latent heat transfer associated with ice sheet melting is an order of magnitude lower than the ocean heat uptake and is not taken into account here.

The equal spread of climate sensitivities of the models over a wide range was originally designed by adjustment of parameters of the uncoupled climate model. An important new finding is that the ‘effective climate sensitivity’ $C_{S_{\text{eff}}}^{1000}$ is generally lower when the ice sheets are included (Figure 43). The strength of this mitigation effect scales with the effective climate sensitivity and furthermore depends on the ice sheet sensitivity: all high ice sheet sensitivity models show the lowest $C_{S_{\text{eff}}}^{1000}$ of the three ice sheet parameter sets. The mitigation of temperature changes in LOVECLIM is ultimately a negative feedback effect due to increasing freshwater fluxes from the melting ice sheets that affect the heat exchange in the ocean and at the sea-air interface. Stronger temperature response and stronger melting of the ice sheets both lead to stronger freshwater fluxes to the ocean and therefore increase the strength of the mitigation effect. In the Northern Hemisphere, freshwater fluxes from the melting Greenland ice sheet cause a weakened MOC, which in turn leads to lower temperatures in the northern North Atlantic. The lower temperatures allow for a larger sea ice cover with higher albedo and reduced ventilation, which feeds back on the relative cooling. For Antarctica, freshwater fluxes cause a shallow halocline,
weakening of deep water formation, reduction of vertical heat exchange in the ocean and a larger sea ice cover (Swingedouw et al., 2008). The effect is relatively strong in model versions with high climate sensitivity due to the relatively large polar amplification of LOVECLIM. We suggest that it is of great importance to be aware of this dynamical effect when including ice sheet models into global Earth system models, and also when using models where interactions with the ice sheets are not considered.

Including the ice sheets in our model leads to ice-climate interactions that are otherwise not present, and this already in the control runs without greenhouse warming. One example is a stronger MOC streamfunction variability due to feedback with freshwater fluxes from the Greenland ice sheet (Figure 44). When the ice sheet model is first coupled, additional freshwater fluxes from the Greenland ice sheet lead to a MOC streamfunction reduction, with consequences for the meridional heat transport and heat exchange between atmosphere and ocean. As a result, a local cooling over the northern North Atlantic develops which feeds back on Greenland temperatures and ultimately on the melting rate.

Figure 44: MOC variability in unforced control runs without (black) and with (red) coupled ice sheets. Including the ice sheets introduces variability on centennial time scales due to interactions between Greenland ice sheet melting and the MOC.

Because freshwater fluxes from the ice sheets to the ocean play an important role for the evolution of climate, we analyse the response of the model to artificial freshwater fluxes in the northern North Atlantic in the fully coupled model. As mentioned in the experiment description, we add instantaneously freshwater fluxes of 0.1 Sv and 0.2 Sv (FW01 and FW02) and analyse the maximum of the MOC streamfunction after 1000 years. This guarantees a more stable response compared to transient increasing freshwater forcing. These experiments have also been carried out for the model including and excluding the ice sheets, for comparison.

In all experiments, the MOC is weaker after 1000 years of freshwater forcing compared to the initial state (Figure 45). The reduction in overturning strength depends on the model MOC sensitivity and the amplitude of the forcing, with 0.2 Sv (FW02) yielding a considerably stronger response than 0.1 Sv (FW01). Two important differences can be observed when the ice sheets are included in the model than when they are excluded (filled symbols in Figure 45, left). First, the initial MOC streamfunction strength at year 0 of the experiments is weaker in models including the ice sheets. This is readily explained by meltwater fluxes from the ice sheets, which already influence the overturning throughout the 500 years spinup experiment before. Second, the total MOC streamfunction response after 1000 years is in most FW02 experiments up to 10% lower when the ice sheets are included (Figure 45, right). The reason for this reduction of MOC sensitivity lies within a negative feedback of MOC streamfunction weakening on Greenland meltwater fluxes. Local cooling over the Greenland ice sheet of several degrees in response to a reduction of MOC
streamfunction strength considerably weakens the melting and freshwater fluxes to
the ocean. For weak anomalous freshwater forcing (FW01), the additional meltwater
fluxes from the ice sheet are in some cases (models 12, 21, 41, 51) just enough to
cross a threshold and lead to considerably higher MOC streamfunction reduction
than without ice sheets.

Figure 45: MOC streamfunction strength changes in response to anomalous constant
freshwater forcing in the North Atlantic of 0.1 Sv and 0.2 Sv (left panel). Filled and empty
symbols indicate experiments including and excluding the ice sheets, respectively, circles
stand for the initial state and squares for the state after 1000 years. Differences in MOC
changes after 1000 years between models including and excluding the ice sheets are shown
on the right, with negative values indicating a lower MOC sensitivity of the fully coupled
model.

Response of the ice sheets in the idealized 2xCO₂ scenario

Experiments with idealized greenhouse warming scenarios (2CO2) give a first idea
about the expected response of the ice sheets in the runs over the third millennium.
The climate sensitivity of the model directly translates into a respective change in
global mean surface temperature and, more important for Greenland and Antarctica,
temperature changes over the ice sheets. For the model version with highest climate
sensitivity, the Greenland ice sheet loses more than half of its volume throughout the
1000-yr experiment (Figure 46), which leads to a sea level rise of ~5 meters,
associated with a considerable amount of additional freshwater for the North Atlantic.
The parameter sets with lower climate sensitivity yield lower volume changes mainly
following the weaker temperature changes imposed on the ice sheets.

For the Antarctic ice sheet, grounded ice volume changes over the 1000 years
remain positive or become only slightly negative for all experiments except for the
two parameter sets with highest climate sensitivity (Figure 47). The accumulation rate
in these runs stabilizes after around 400 and 600 years, while surface melting at the
margins and flux across the grounding line both keep increasing beyond that point.
The contribution to global sea level rise from Antarctica, of less than 90 cm, remains
well below the contribution from Greenland for the highest sensitivity model
throughout the 1000-yr experiment.
Figure 46: Time evolution of annual mean temperature over Greenland (left) and Greenland ice volume (right) in response to a stabilized 2xCO₂ scenario for models of different climate sensitivities. For these simulations, the medium carbon cycle and ice sheet parameter sets (2) are used. Note that the same colour code for the experiments will be used in all the figures.

Figure 47: Mean temperature change over Antarctica (left) and Antarctic volume changes (right) in response to a stabilized 2xCO₂ scenario for models of different climate sensitivities. See colour code in Figure 46.

**Different response for different ice sheet sensitivities**

Comparable to the other model components, three different parameter sets were defined (low=xxx1, medium=xxx2 and high=xxx3), which determine the ice sheet sensitivity in response to temperature changes. As intended in the experimental setup, the surface melting rates (and the shelf melting rates for Antarctica) in response to rising temperatures is increasing with model ice sheet sensitivity. Accordingly, the Greenland ice volume losses in response to an idealized 2xCO₂ warming scenario are increasing with model sensitivity (Figure 48). For Antarctica, surface ablation rates and the flux across the grounding line increase with model sensitivity, while the accumulation rate is similar for the three different runs. The Antarctic grounded ice volume at the end of the experiment is therefore decreasing with increasing ice sheet sensitivity.

Figure 48: Volume changes for different ice sheet sensitivities in response to a stabilized 2xCO₂ scenario (model version E11). The grounded ice volume at the end of the experiment increases with ice sheet sensitivity (green=low, black=medium, red=high) for both Greenland (left) and Antarctica (right).
Polar amplification

LOVECLIM exhibits a polar amplification in the Arctic (Figure 49) that is relatively strong compared to other coupled Earth system models (Holland and Bitz, 2003). We adopt the definition of polar amplification of Holland and Bitz (2003) as the ratio between mean polar temperature change ($70^\circ-90^\circ$) and global mean temperature change at the time of CO$_2$ doubling in experiment 2CO2 (average over the years 60-80).

![Figure 49: Polar amplification of LOVECLIM for the 9 different climatic parameter sets. LOVECLIM exhibits a relatively strong polar amplification in the Northern Hemisphere (blue circles) and a weaker one in the Southern Hemisphere (red circles).](image)

The representation of positive feedbacks in tropical and equatorial regions is quite poor in LOVECLIM, in particular the water vapour feedback. As a consequence, LOVECLIM underestimates the response to a perturbation at low latitudes and thus overestimates the polar amplification. This relation becomes evident when looking at the polar amplification in the Southern Hemisphere of a factor 2 to 3 in LOVECLIM, which is small in most other models (Holland and Bitz, 2003). The polar amplification in LOVECLIM varies for different parameter sets but with no clear relation to climate or MOC sensitivities.

Overall, the relatively large polar amplification of LOVECLIM combines with low climate sensitivity versions (E11, E12, E21, E22) to yield polar temperature changes for a given radiative forcing that are in line with more comprehensive GCMs, while models with high climate sensitivity show a relatively stronger polar response. This has to be taken into account when interpreting climate change and sea level projections with LOVECLIM.

3. Carbon cycle and climate sensitivities

Model sensitivity with interactive carbon cycle

A particular attention was drawn at examining the impact of the interactive carbon cycle on climate sensitivities. In this purpose, experiments HYST and 2CO2 were repeated with the interactive carbon cycle. CO$_2$ is prognostic for the HYST simulations. The impact on climate sensitivities, as defined in section B.3, is illustrated in Figure 50 (left).
Figure 50: Climate sensitivities with (filled) and without (empty) the interactive carbon cycle (left). These results are obtained with carbon cycle parameter set 2 and no interactive ice sheets. In the right panel, the surface temperature change in 2CO2 experiments is computed after 2 kyr (filled) and compared to that obtained after 1 kyr (empty) – these results are obtained in experiments without interactive carbon cycle or ice sheets.

In most cases, sensitivities do not exhibit significant changes after the coupling with the carbon cycle model. Parameter sets with largest climate sensitivity (51 and 52) show some departure from the values obtained in ECBilt-CLIO-VECODE stand-alone experiments. The reason may be found in different initial conditions; indeed, experiments with interactive carbon cycle departed from the equilibrium state of the corresponding experiment without any carbon cycle. The internal model variability probably explains the large difference in MOC streamfunction reduction with parameter set 51 (Figure 50, left).

The temporal evolution of MOC streamfunction and global annual mean surface temperature are illustrated in Figure 51 for three climatic parameter sets. The evolutions of those variables over a long period are very close, with and without interactive carbon cycle. The surface temperature difference observed at the end of experiment HYST for parameter set 51 is however a direct consequence of the inclusion of an interactive carbon cycle. The atmospheric CO2 concentration increase in the coupled run, consecutive to a significant reduction of the terrestrial biosphere carbon, results in a warmer state (Figure 51, right). In additional experiments, we tested the sensitivity to the initial conditions, which proved to be weak when using a sufficiently equilibrated initial state.

Figure 51: Temporal evolution of the MOC (left) and of the global annual mean surface temperature (right) in HYST experiments for 3 climatic parameter sets without (blue, green and red) and with (black, cyan and yellow) the interactive carbon cycle.
Equilibrium climate sensitivity is usually defined as the equilibrium temperature increase under a 2xCO$_2$ forcing. We prolonged the 2CO2 experiments such as to reach an equilibrium state (total run duration of 2 kyr). The equilibrium climate sensitivity (Figure 51, right) is still larger for parameter sets associated with large climate sensitivity. Hence it is important to consider the equilibration time when comparing models.

**Freshwater experiments: the carbon cycle feedbacks**

Atmospheric CO$_2$ partial pressure at the end of the freshwater experiments varies significantly among model versions (Figure 52, left panel): from 0 (E11) up to 60 μatm (E52). This CO$_2$ increase results from the decrease of continental vegetation (Figure 52, right panel).

Models with larger climate sensitivities lead to a larger cooling consecutive to the MOC slowdown. This cooling results in an expansion of desert areas (Figure 53). This effect is amplified for climatic parameter sets with larger sea ice and ocean albedo values (sets 51 and 52).

Very similar results are obtained with climatic parameter set 51 when allowing the freshwater flux experiment to run for 500 more years. The robustness of these results has been ascertained by repeating the experiments with different initial conditions. Since extremely close results were obtained, we may be confident that the predicted changes result from different model sensitivities.
4. Freshwater experiments – Export production

A significant reduction of the export production occurs in experiments E12, E22 and E32 (Figure 54). This reduction occurs in parallel with the MOC streamfunction decrease. The MOC weakening is associated with lower upwelling rates, hence lower nutrient availability in the upper ocean layers. In contrast, experiment E52 exhibits a moderate decrease in export production. With climatic parameter set 52, the amount of nutrients trapped at depth appears to be lower than with the other parameter sets.

![Graphs showing export production anomaly versus MOC reduction and deep ocean phosphate inventory anomaly.](image)

Figure 54: Export production anomaly versus MOC reduction (left) and versus deep ocean phosphate inventory anomaly (right). The symbols on the different curves represent the state every 500 years. The situation at the end of a given experiment (1500 yr) corresponds to the value at the far right of the individual curve. Phosphates inventories are evaluated for depth larger than 1.5 km.

The reasons for the different evolutions of export production may be evidenced with the help of a water age tracer. The age, constrained to be zero at the surface, is a measure of the time needed by a water mass to reach a particular location at depth (England, 1995).

![Bar chart showing basin averages of water age for depths located between 500 and 3500m in year 1500 of the control run and the experiment for parameter sets 12 and 52.](image)

Figure 55: Basin averages of water age for depths located between 500 and 3500m in year 1500 of the control run and the experiment for parameter sets 12 and 52. Values for the control correspond to the columns labelled E12-c and E52-c. Five ocean basins are considered: North Atlantic (NA, Eq.-70°N), South Atlantic (SA, 50°S-Eq), Southern Ocean (AA, south of 50°S), South Pacific (SP, 50°S-Eq.) and North Pacific (NP, Eq.-70°N). Ages are expressed in years.
The ventilation rate of intermediate layers (500-3500m) in the North Pacific evolves differently for versions E12 and E52 (Figure 55). The North Pacific intermediate waters at the end of the freshwater experiment E52 exhibit a smaller age than in the corresponding control experiment (E52-c). This is in contrast to the evolution obtained with model version E12 where no such change is observed. A similar behaviour to that obtained with parameter set 52 was observed in an uncoupled OGCM experiment (Mikolajewicz et al., 1997). Several field studies evidence an anti-phased pattern of changes in the North Atlantic (NA) and the North Pacific (NP) since the Last Glacial Maximum (e.g., van Geen et al., 1996; Zheng et al., 2000).

The increase in ventilation in the North Pacific explains the modest change in export production obtained with parameter set 52. The MOC streamfunction decrease leads to a dramatic lowering of the export production in the North Atlantic Ocean for all model versions (Figure 56). In the case of parameter set E52, this decrease is compensated for by a local increase in export production in the North Pacific area. This increase is driven by the larger rate of supply of nutrients to the surface resulting from the enhanced ventilation of deep waters.

5. M simulations
The analysis of global variables representative of the climate evolution over the last millennium makes it clear that such a strategy will not allow us to rank the parameter sets according to their ability to properly simulate the past climate. Indeed the
uncertainties on the climate reconstructions may be large, especially when going further in the past. Moreover, the variability of the model also prevents an accurate comparison. Additional uncertainties stem from the CO₂ emission reconstructions. Carbon fluxes associated to deforestation over the historical period are not constrained enough. Net emissions from the vegetation predicted by the model (Efor) are lower than the best available estimates as used in EMIS (Fichefet et al., 2007).

Figure 57: Evolution over the last millennium of the atmospheric CO₂ concentration (ppmv) (left) and the Northern Hemisphere annual mean surface temperature (°C) (right) simulated by LOVECLIM according to the 27 parameter sets (brown). Results are displayed for Efor simulations in the case of the atmospheric CO₂ concentration and for Conc simulations in the case of temperature. CO₂ concentration measured in Antarctic ice cores is shown for comparison. Temperatures are expressed as anomalies from their 1500 to 1899 means. They are smoothed with a 31-yr window. Colour lines in the right panel correspond to temperature reconstructions using multiple climate proxy records (See IPCC (2007) for more details) (see Table XI for the references for the CO₂ concentration and the proxy records).

Table XI: References for the atmospheric CO₂ concentration (left) and temperature reconstructions (right) presented in Figure 57.

<table>
<thead>
<tr>
<th>CO₂ data</th>
<th>References</th>
<th>Temperature data</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taylor Dome</td>
<td>Indermühle et al., 1999</td>
<td>B2000</td>
<td>Briffa, 2000; calibrated by Briffa et al., 2004</td>
</tr>
<tr>
<td>Law Dome</td>
<td>Etheridge et al., 1998</td>
<td>BOS2001</td>
<td>Briffa et al., 2001</td>
</tr>
<tr>
<td>Siple</td>
<td>Neftel et al., 1994</td>
<td>DWJ2006</td>
<td>D’Arrigo et al., 2006</td>
</tr>
<tr>
<td>South Pole</td>
<td>Siegenthaler et al., 2005.</td>
<td>ECS2002</td>
<td>Esper et al., 2002; recalibrated by Cook et al., 2004</td>
</tr>
<tr>
<td>D47</td>
<td>Barnola et al., 1995.</td>
<td>HCA2006</td>
<td>Hergel et al., 2006</td>
</tr>
<tr>
<td>D57</td>
<td>Barnola et al., 1995</td>
<td>JBB1998</td>
<td>Jones et al., 1998; calibrated by Jones et al., 2001</td>
</tr>
<tr>
<td>DML</td>
<td>Siegenthaler et al., 2005.</td>
<td>MBH1999</td>
<td>Mann et al., 1999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MJ2003</td>
<td>Mann and Jones, 2003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MSH2005</td>
<td>Moberg et al., 2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PS2004</td>
<td>Pollack and Smerdon, 2004; reference level adjusted following Moberg et al., 2005.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RMO2005</td>
<td>Rutherford et al., 2005</td>
</tr>
</tbody>
</table>
As an illustration to show the difficulty to assess the quality of the simulations over the last millennium, we display here the simulated Northern Hemisphere annual mean surface temperature in Conc and the atmospheric CO$_2$ concentration simulated in Efor (Figure 57). At this stage, although none of the simulations is perfect, none of them is in complete disagreement with available climate observations (or reconstructions). Therefore, we decided to focus on the most recent part of these simulations (i.e. the last century) for which some accurate measurements of climate variables are available.

**The last century**

Five ensemble members are performed over the last century (1900 AD to 2010 AD) in order to account for the internal variability. The members of one ensemble differ only in their initial conditions. To do so, we introduce a very small perturbation on the quasi-geostrophic potential vorticity the first day of the simulation. Each simulation started in 1900 AD from the state of the corresponding millennial simulation at that time. The average of the members is analysed and discussed.

The radiative forcing computed by LOVECLIM for the present day with respect to the pre-industrial era related to sulphate aerosol load is $-0.4$ Wm$^{-2}$ in the reference situation (E11). However, there is a large uncertainty in this quantity. IPCC-AR4 (Forster et al., 2007) reported a direct radiative forcing due to sulphate aerosols of $-0.40\pm0.2$ Wm$^{-2}$. The overall aerosol direct radiative forcing (i.e. radiative forcing values associated with several aerosol components) was estimated to $-0.50\pm0.40$ Wm$^{-2}$. In addition to a direct effect, aerosol particles also affect the formation and properties of clouds. IPCC AR4 gives a median value of $-0.70$ Wm$^{-2}$ for the cloud albedo radiative forcing due to aerosol influence on clouds. Due to this large uncertainty, we decide to perform a second set of simulations for which the radiative forcing related to sulphates is doubled (S2).

This study concentrates on global-scale climate features. Moreover, we focus on the behaviour of variables that potentially have a direct or indirect impact on the future evolution of sea level and the climate of polar regions. Therefore, in addition to atmospheric CO$_2$ concentration and surface temperature, we consider sea ice extent, ocean heat content and ocean circulation.

Here, we investigate the model ability to reproduce the trend in selected variables over the last few decades. Other criteria could be used. For example, Reifen and Toumi (2009) studied the model ability to replicate a mean anomaly over a historic time period. They show that an accurate response of a model over one period does not imply the accuracy of the same model over another period.

**CO$_2$ concentration**

The comparison of the simulated time evolution of the atmospheric CO$_2$ concentration over the last century with data shows that some parameter sets display a poorer agreement than others (Figure 58). In particular, the simulated increase in CO$_2$ concentration obtained with carbon cycle parameter set 3 is of the order of 10 ppmv larger than in the corresponding observations over the 20$^{th}$ century. By contrast, the simulated increase in atmospheric CO$_2$ concentration remains close to the measured one for carbon cycle parameter sets 1 and 2.

Similar conclusions can be reached by analysing the rate of increase in CO$_2$ concentration over different periods. Between 1959 and 2008, it varies between 1.35 and 1.47 ppmv/yr, for carbon cycle parameter sets 1 and 2, with the nominal (S1) sulphate forcing. Furthermore, the rate is higher with the carbon cycle parameter set
3 (~1.58 ppmv/yr) as well as when the S2 sulphate forcing is applied (by about 0.03 ppmv/yr). This is in reasonable agreement with the corresponding value in the Mauna Loa record (NOAA ESRL, 2009) of 1.44 ppmv/yr. A comparison with another observation series (Enting et al., 1994; GLOBALVIEW-CO2, 2006) over the time interval 1979-2005 yields similar conclusions. For this period, the rate of increase in CO$_2$ concentration varies between 1.48 and 1.62 ppmv/yr for carbon cycle parameter sets 1 and 2, with the S1 sulphate forcing. It is higher with the carbon cycle parameter set 3 (between 1.71 and 1.79 ppmv/yr). Here we obtain a larger CO$_2$ increase for a smaller temperature increase, which can be considered as a negative CO$_2$-climate feedback. In other words, the net feedback (Friedlingstein et al., 2003), which is the global warming amplification, is slightly smaller than one.

Figure 58: Global annual mean surface temperature increase with respect to increase in atmospheric CO$_2$ concentration. The increase is computed between the beginning of the 20$^{th}$ century (mean value over 1901-1910) and the beginning of the 21$^{st}$ century (2000-2009). Values are averaged over the five members of an ensemble. The left (right) panel displays results for S1 (S2) sulphate forcing. Each colour corresponds to one set of climatic parameter sets (see colour code in Figure 46). Squares (triangles down) correspond to Efor (Conc) simulations; full symbols are for carbon cycle parameter set 1, semi-empty symbols are for carbon cycle parameter set 2 and empty symbols are for carbon cycle parameter set 3. The full black line indicates the similar temperature increase as reconstructed by Brohan et al. (2009) (i.e. 0.8324$^\circ$C). The dashed lines are the upper and lower 95% uncertainty ranges.

On the other hand, compared to the Mauna Loa record (NOAA ESRL, 2009), the absolute values of atmospheric CO$_2$ concentration between 1959 and 2008 are the best reproduced with carbon cycle parameter set 3 when using the S1 sulphate forcing, and with carbon cycle parameter sets 2 or 3, depending on the climatic parameter set, when a higher sulphate forcing reconstruction is used.

**Surface temperature**

The increasing trend in global annual mean surface temperature, computed from HadCRUT3 time series (Brohan et al., 2006), is 0.0168 $^\circ$C/yr over the last 35 years (1979-2005) and 0.0071 $^\circ$C/yr over the last century (1901-2005). Some parameter sets lead to an underestimate of this increasing trend. This is for example the case for 11, 21 and 22, especially with the S2 sulphate forcing, while other parameter sets yield overestimate of this trend, e.g., 51 and 52, especially with the S1 sulphate forcing. This behaviour was mostly expected due to differences in climate sensitivity. Indeed, the parameter sets corresponding to the lowest climate sensitivity (such as 11, 21 and 22) lead to small temperature changes over the last century and those with the largest climate sensitivities (e.g., 51 and 52) lead to a large temperature
increase over the last century. Moreover, using a larger sulphate aerosol forcing tends to shift the simulated temperature increase over the last century towards smaller values because of the radiative cooling effect of those aerosols. Still, the discrepancy between simulated global annual mean surface temperature and observations remains small (within one standard deviation) for many configurations. Moreover, although the deviation from observations of the simulated atmospheric CO₂ concentration is of the order of 10 ppmv over the 20th century (Figure 58) for carbon cycle parameter set 3, this discrepancy is not large enough to drive the surface temperature towards larger values than for carbon cycle parameter set 1 or 2.

Northern Hemisphere minimum sea ice extent

Figure 59: Trend in Northern Hemisphere minimum sea ice extent between 1979 and 2006 (upper part) or 2007 (lower part). X-axis is for the climate sensitivity, either for S1 (left) or S2 (right) sulphate forcing. Each colour corresponds to one set of climatic parameter sets (see colour code in Figure 46). Squares (triangles down) correspond to Efor (Conc) simulations; full symbols are for carbon sensitivity set to 1, semi-empty symbols are for carbon sensitivity set to 2 and empty symbols are for carbon sensitivity set to 3. The full black line indicates the trend in minimum sea ice extent as reconstructed by Comiso and Nishio (2008) (http://nsidc.org/data/smmr_ssmi_ancillary/area_extent.html; last visit August 19, 2009). The dashed lines represent one standard deviation of the data. Two algorithms were used for this reconstruction (top and bottom parts) with slightly different time range.
Most of the simulations, either with S1 or S2 sulphate forcing, experience a too small trend in Northern Hemisphere minimum sea ice extent between 1979 and 2006/2007 compared to the observations (Figure 59). This is especially the case for those simulations with low climate sensitivity (11, 12, 21 22). For higher sensitivities, the type of simulation (Efor or Conc) and the sulphate radiative forcing may have a significant impact on the simulated trend. However, S2 sulphate forcing do not necessarily lead to lower or higher trend in Northern Hemisphere minimum sea ice extent.

**Ocean features**

The modelled ocean circulation does not experience major changes during the last century. All the simulations exhibit a reduction of less than 4 Sv in the strength of North Atlantic MOC for S1 sulphate aerosol forcing [3 Sv; S2 sulphate aerosol forcing] over this period (Figure 60). It must be reminded that there is a large spread in the mean intensity of the MOC depending on the parameter sets. For example, this strength varies between 28 and 17 Sv in 1900 depending on the parameter set used.

In a model intercomparison, Gregory et al. (2005) used several GCMs and EMICs (including LOVECLIM) to study the response of the North Atlantic MOC to an increase in atmospheric CO₂ concentration. In this context, partially coupled integrations were performed to evaluate the influence of heat and freshwater in each of the models. They pointed out that heat flux changes contribute more than freshwater flux changes to weakening the MOC for all models.

![Figure 60](image)

**Figure 60**: Change in the maximum of the North Atlantic meridional overturning streamfunction (Sv) wrt change in the global annual mean sea surface temperature (°C). Each colour corresponds to one set of climatic parameter sets (see colour code in Figure 46). Squares (triangles down) correspond to Efor (Conc) simulations; full symbols are for carbon cycle parameter set 1, semi-empty symbols are for carbon cycle parameter set 2 and empty symbols are for carbon cycle parameter set 3.

The simulations performed here display an approximately linear relationship between the increase in the upper ocean heat content and the increase in sea surface temperature (Figure 62), i.e. when temperature increases, in particular sea surface temperature, the ocean captures more heat. There is also an approximately linear relationship between the sea surface temperature and the North Atlantic MOC intensity (Figure 60). In contrast, there is no clear change in the upper ocean heat content related with the MOC sensitivity (Figure 61). Therefore, the climate sensitivity has a stronger effect on the ocean behaviour than the MOC sensitivity. In other words, even though we selected parameter sets in a large phase space, the ocean is...
responding more to the atmospheric forcing than to its intrinsic characteristics. The initial states of the ocean, that are different depending on the parameter sets, do not induce large changes in the upper ocean heat content neither.

Figure 61: Change in ocean heat content (upper 700 m) \((10^{22} \text{ J.yr}^{-1})\) wrt changes in the maximum of the North Atlantic meridional overturning streamfunction (Sv). The increase is computed between the beginning of the 20th century (mean value over 1901-1910) and the beginning of the 21st century (2000-2009) for the average of the five members of an ensemble. Each colour corresponds to one set of climatic parameter sets (see colour code in Figure 46). Squares (triangles down) correspond to Efor (Conc) simulations; full symbols are for carbon cycle parameter set 1, semi-empty symbols are for carbon cycle parameter set 2 and empty symbols are for carbon cycle parameter set 3.

Although none of the selected parameter sets is able to provide a perfect balance that would yield climate simulation in the range of observations for all the variables examined, some parameter sets are performing better. The purpose of the next section is to identify the parameter sets that lead to the best simulation of the climate trend over the last century.

Figure 62: The trend in oceanic heat content in the upper 700 m \((10^{22} \text{ J.yr}^{-1})\) wrt trend in global mean sea surface temperature \((°\text{C.yr}^{-1})\). Each dot represents one simulation. Trends are computed as the slope of the regression line through the annual values between 1955 and 2007. Each colour corresponds to one set of climatic parameter sets (see colour code in Figure 46). Squares (triangles down) correspond to Efor (Conc) simulations; full symbols are for carbon cycle parameter set 1, semi-empty symbols are for carbon cycle parameter set 2 and empty symbols are for carbon cycle parameter set 3. The full black line represents the trend computed from observation (Levitus et al., 2009). The dashed line represents the uncertainty related with the variability in the data (one standard deviation).
Performance of the parameter sets: design of a metric

In this section, we focus on the design of a metric that quantifies the ability of a simulation (i.e. a given parameter set and a given configuration) to simulate the observed climate change over the last century (Loutre et al., 2010). This metric is a measure of the adequacy between the simulated and observationally-based trends of several climatic indicators during the 20th century. Specifically, the selected variables are those already discussed hereabove, i.e. the global annual mean surface temperature, atmospheric CO₂ concentration, minimum sea ice extent in the Northern Hemisphere and ocean heat content of the upper 700 m of the global ocean. Trends are computed over several decades of the last century according to the length of the dataset available for comparison (Table XII). For model results, trend is defined as the slope of the straight line fitted by linear regression through the mean of the five members of an ensemble corresponding to the same parameter set and the same configuration. Table XII summarizes for each variable the considered time interval and the reference for the observational dataset. Similarly, the trend in the data is computed as the slope of the straight line fitted by linear regression through this dataset. Two datasets for minimum sea ice extent and ocean heat content are used for the metric. It should be noted that, for the most part, the sea ice extent data rely on the same observations. The end product only differs in the analysis systems and methodology used.

Table XII: Column 2 gives the references of the different datasets used for comparison of the simulated time evolution for the variables given in column 1. The trend of the observations (column 4) is computed over the time interval given in column 3. cy stands for century.

<table>
<thead>
<tr>
<th>variable</th>
<th>Reference</th>
<th>Reference</th>
<th>Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global annual mean surface temp</td>
<td>Brohan et al., 2006</td>
<td>1901-2005</td>
<td>0.71°C/cy</td>
</tr>
<tr>
<td>Global annual mean surface temp</td>
<td>Brohan et al., 2006</td>
<td>1979-2005</td>
<td>1.68°C/cy</td>
</tr>
<tr>
<td>Atmospheric CO₂ concentration</td>
<td>Enting et al., 1994; GLOBALVIEW-CO2, 2006.</td>
<td>1901-2005</td>
<td>70 ppmv/cy</td>
</tr>
<tr>
<td>Atmospheric CO₂ concentration</td>
<td>Enting et al., 1994; GLOBALVIEW-CO2, 2006.</td>
<td>1979-2005</td>
<td>162 ppmv/cy</td>
</tr>
<tr>
<td>Sea ice extent</td>
<td>Bootstrap algorithm; Comiso and Nishio, 2008</td>
<td>1979-2006</td>
<td>-5.63 ×10⁵ km²/cy</td>
</tr>
<tr>
<td>Sea ice extent</td>
<td>Nasateam algorithm; Comiso and Nishio, 2008</td>
<td>1979-2007</td>
<td>-6.52 ×10⁵ km²/cy</td>
</tr>
<tr>
<td>Ocean heat content (upper 700 m)</td>
<td>Levitus et al., 2009</td>
<td>1955-2007</td>
<td>26 10²² J/cy</td>
</tr>
<tr>
<td>Ocean heat content (upper 700 m)</td>
<td>Domingues et al., 2008</td>
<td>1950-2003</td>
<td>24 10²² J/cy</td>
</tr>
</tbody>
</table>

For given a variable (bᵢ) and corresponding reference (bᵢ,obs), we define the ratio (Rᵢ) of their difference to the median (M) of the deviation from observations for all the simulations (i.e. all the parameter sets) of a given setup (either Conc or Efor). Actually, M is the median of abs(bᵢ-bᵢ,obs). Following Gleckler et al. (2008), we define a
‘typical’ error as the median rather than the mean value to reduce the weight of outliers (simulations with unusually large error). The metric is thus defined as follows:

\[ R_i = \frac{\text{abs}(b_i - b_{\text{obs}})}{M} \]

The index i stands for each of the 54 experiments with combinations of the nine climatic parameter sets, the three carbon cycle parameter sets and both S1 and S2 sulphate forcings. The procedure is conducted separately for the Conc and Efor setups. The value of R yields a measure of how well a given set of parameters (i), with a given experimental setup, compared with a typical simulation. For example, if \( R_i \) equals one, then the difference between the simulation (mean over five members) and the observations is the same as the median error for all simulations. If \( R_i < 1 \) ( \( R_i > 1 \)), the simulation performs better (worse) than the median. If the trend in the simulation and in the observations is the same, \( R_i \) is zero.

The performance of each simulation for each variable is assessed with a threshold value for \( R_i \), set here to 0.66. One point is attributed to a particular parameter set and configuration if \( R_i \) is less than 0.66 and no point otherwise. One point is attributed for the ocean heat content or the sea ice extent if the simulation performs well with respect to at least one of the observational datasets. The total score (the metric) is computed as the total number of good performances for each variable. None of the simulations received the maximum score of four (Conc) or six (Efor) points. The best simulations received a total score of three (Conc) and four (Efor) points (Figure 63). It appears that no simulation is perfect. In particular, none can simulate simultaneously a correct time evolution for the Northern Hemisphere sea ice extent and for the ocean heat content in the upper 700 m. Simulations with the carbon cycle parameter set 3 do not properly reproduce the observed atmospheric CO\(_2\) increase. Still it must be underlined that the deviation from observations remains less than 10 ppmv over the last 50 years. Moreover, this does not prevent to simulate a temperature increase in agreement with observations. The aerosol forcing scenario (S1 or S2) has also a strong impact on the skill of a parameter set to reproduce the climate change for a given variable.

Amongst the simulations ranking the highest (i.e. a final mark of three for Conc and four for Efor), configuration 321, 322, 511 and 512 display good performance for both Conc and Efor, either for S1 or S2 sulphate aerosol forcing. The 321-parameter set is performing particularly well. Its major weakness is the simulation of the evolution of the upper ocean heat content in the case of S1 sulphate forcing and long-term temperature (and CO\(_2\)) in case of S2 sulphate aerosol forcing. Simulating an increase of the upper ocean heat content in line with observations is also a major problem for the other ‘good’ parameter sets (except for 322 under Conc- configuration with S2 sulphate aerosol forcing).

At this stage, we should also remind the reader that the skill of the parameter sets is computed on a small set of variables. Therefore, another set of variables, for example giving more weight to the ocean component of the system, could give rise to a slightly different conclusion about the skill of the parameter sets.

The raw R-values can take rather large values, meaning a strong discrepancy between the simulated and observed trends. This is even true for parameter sets that exhibit a good overall skill. For example, the 321-parameter set (under Conc-setup) yields large R-values for the upper ocean heat content with S1 sulphate aerosol forcing. Conversely, some parameter sets, which yield a low skill, actually display too large individual R-values. The mean R-value of 211 for all the variables is less than 1 under Conc-setup; however, it is lower than the selected threshold for
only one variable and larger than one for several of them. This also highlights how critical is the choice of the threshold value that separates between ‘good’ and ‘poor’ agreement.

Figure 63: Summary of the performance of the Conc (top) and Efor (bottom) simulations to reproduce the observed trend of the time evolution for different climate variables for each parameter set under S1 (left) and S2 (right) sulphate aerosol forcings. The variables and the time intervals are described in Table XII. The x-axis lists all the parameter sets. Colour bars indicate the variables simulated with a good skill (according to our metric), i.e. R above the threshold (see text). A single colour bar is used for sea ice and upper ocean heat content. Ts stands for global annual mean surface temperature either over the interval 1901-2005 (light yellow) or 1979-2005 (dark yellow). CO2 is for atmospheric CO2 concentration either over the time interval 1901-2005 (dark blue) or 1979-2005 (light blue). Sea ice extent trend (red) is computed either between 1979 and 2006 or 1979 and 2007. Trend in ocean heat content in the upper 700 m (green) is computed over either the time interval 1955-2007 or 1950-2003. See also Table VI for references.

Carbon isotope and atmospheric CO2 over the last centuries

In order to resolve uncertainties associated with the CO2 fluxes associated to deforestation over the historical period, we repeated the M experiments over the last centuries with prognostic carbon isotope. The response is analysed for some of the parameter sets over two periods during which the temporal evolution of atmospheric $\delta^{13}$C is nearly linear (Figure 64): 1850-1960 AD and 1955-2000 AD. For each parameter set, we ran 3 experiments: Efor, EMIS and ECTL. The initial state for each experiment is a long equilibrium corresponding to conditions prevailing
in 1700 AD. Transient experiments were then performed from 1700 AD until 2000 AD in prognostic CO\(_2\) and \(^{13}\)C mode. All forcings are identical to those used for the M experiments. The \(^{13}\)C-to-\(^{12}\)C ratio of the fossil-fuel source is taken from Andres et al. (2009). The \(^{13}\)C flux from deforestation in EMIS is computed by assuming a constant isotopic ratio, \(\delta^{13}\)C=−24.5 permil. This value corresponds to the average terrestrial biosphere isotopic composition predicted by VECODE for pre-industrial conditions. The predicted atmospheric \(\delta^{13}\)C is then compared to the data from Francey et al. (1999) up to 1978 AD and from Francey et al. (1999) and Keeling et al. (2010) onwards.

The increase rate in atmospheric CO\(_2\) concentration in Efor is lower than in the reconstruction for all parameter sets during the first epoch (1850-1960 AD) while, in the second time period (1955-2000 AD), the atmospheric CO\(_2\) concentration in EMIS systematically increases faster than as observed (Figure 65). This contrasted behaviour arises from the fact that net emissions from the vegetation predicted by the model (Efor) are lower than the best available estimates as used in EMIS (Fichefet et al., 2007). The bias in atmospheric \(\delta^{13}\)C trend does however not exhibit such a systematic behaviour (Figure 66), with several parameter sets falling within the 99% confidence interval for both periods and both experiment types.

With the help of the metric presented earlier (M experiments over the last century), we may classify the 6 parameter sets under study in this section according to their performance. The maximum score reached for each experimental configuration is 4 (R less than 0.66 simultaneously for CO\(_2\) and \(\delta^{13}\)C trends for both time periods). The individual scores are presented in Table XIII. It can be seen from this table that climatic parameter set 32 with carbon cycle parameter set 1 performs best both in Efor and EMIS. Parameter sets 3220, 3230 and 4120 satisfy half of the criteria in the Efor run. Those results do not contradict the classification obtained by evaluating the model over the 20th century.

Table XIII: Performance of several parameter sets (column 1) in reproducing the atmospheric CO\(_2\) and \(\delta^{13}\)C trends over two periods: 1850-1960 AD (T1) and 1955-2000 AD (T2). The score (columns 6 and 11) is the sum of the individual performances in the Efor (columns 2 to 5) or EMIS (columns 7 to 10) experiments.

<table>
<thead>
<tr>
<th>Parameter set</th>
<th>Efor</th>
<th>EMIS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Atm. CO(_2)</td>
<td>Atm. (\delta^{13})C</td>
</tr>
<tr>
<td>3120</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3210</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3220</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3230</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4120</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5220</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

However, further analysis is needed in order to obtain a more precise evaluation. These results are preliminary and should not be compared directly to the M analysis. The model performance is indeed sensitive to the chosen time period for evaluation. Ensemble runs would probably help resolving this sensitivity. We may nevertheless conclude that \(\delta^{13}\)C is a good candidate for constraining the model.
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Figure 64: Temporal evolution of atmospheric $\delta^{13}C$ during industrial era as obtained in Efor (left) and EMIS (right) experiments. The dotted lines represent the linear trend in the data over the periods 1850-1960 AD and 1955-2000 AD, respectively. The data (solid black) are from Francey et al. (1999) up to 1978 AD and from Francey et al. (1999) and Keeling et al. (2010) onwards.

Figure 65: Trends in atmospheric CO$_2$ concentration (top) and $\delta^{13}C$ (bottom) over the period 1850-1960 AD in Efor (left) and EMIS (right) experiments. The dotted lines delineate the 99% confidence interval in the data trend.
Figure 66: Trends in atmospheric CO$_2$ concentration (top) and $\delta^{13}$C (bottom) over the period 1955-2000 AD in Efor (left) and EMIS (right) experiments. The dotted lines delineate the 99% confidence interval in the data trend.

6. The Holocene simulations

The Mid-Holocene (6 kyr BP)

Transient simulations are performed from 8 kyr BP to year 2100 AD, starting from a quasi-equilibrium state obtained under 8 kyr BP forcing conditions (Goosse et al., 2007) with five climatic parameter sets (11, 21, 31, 41, 51). Here, simulations are performed with ECBilt-CLIO-VECODE (i.e. the LOCH and AGISM components are not activated). Between 8 kyr BP and 1 AD, the only forcings applied are insolation and greenhouse gas concentration changes (see full description above, section B.4). First, the simulated climate at the mid-Holocene (6 kyr BP) is compared with the modelled present-day climate (mean climate over a reference period, 1980-2000 AD). The mean climate over the reference period is computed from the transient simulations carried out over the last millennium, as described in the previous section. For mid-Holocene, the mean climate is computed over 100 years (at 6 kyr BP) of the transient simulations starting at 8 kyr BP.

The different simulations are sharing common features. Summer temperature (June-July-August-September (JJAS); Figure 67) is higher at 6 kyr BP than at present over Siberia, Southern and Central Europe, northern North America and northern North Africa. Temperature is also larger over part of the continents of the Southern Hemisphere but the difference is smaller than in the Northern Hemisphere. India, Middle East, Arabian Peninsula and Sahel region experience a cooling during the mid-Holocene compared to the present. However, some features are not the same for all the parameter sets. According to parameter sets 11, 31 and 41, Antarctica was cooler at 6 kyr BP, although the Southern Ocean was warmer with parameter...
sets 31 and 41, and cooler with parameter set 11. The mid-Holocene Southern Ocean was much warmer than at present according to simulation 51. Higher temperatures are also simulated over Antarctica. According to PMIP2 (Braconnot et al., 2007), summer surface air temperature increased over NH continents, reaching a maximum of about 2°C in Central Eurasia and over the Tibetan Plateau. This feature is well reproduced with all the parameter sets, especially over Eurasia. The warming of the Arctic simulated with all the parameter sets is in agreement with the larger temperatures suggested by the ensemble mean of PMIP2 simulations. However, the warming of the North Pacific and North Atlantic Oceans, suggested by PMIP2, is less well reproduced (except with parameter set 51). A cooling is even observed over the Northern Hemisphere ocean with parameter set 31. In the Southern Hemisphere, the ocean is colder than or similar to today in PMIP2 simulations as well as in our simulations. A slight warming depicted off the Antarctic continent with PMIP2 is also

Figure 67: June-July-August-September (JJAS) surface temperature changes according to the five climatic parameters sets (11 - 21 - 31 - 41 - 51). Maps are showing the differences between 6 kyr BP and the present day (present day means the time interval 1980-2000 AD in the corresponding millennium experiments). The lower right panel displays the JJAS mean surface air temperature differences (°C) between mid-Holocene (6 kyr BP) and pre-industrial (0 kyr) for the ensemble mean PMIP2 simulations (Braconnot et al., 2007).
simulated with parameter sets 21, 31 and 41, although PMIP2 did not show temperature changes over Antarctica (as it is the case with 31 and 41). Parameter set 21 offers a good compromise between the temperature features that are correctly simulated by the model and those that are less well simulated.

The major feature of the changes in JJAS precipitation pattern (Figure 68), for the five parameter sets as well as for the ensemble mean PMIP2 simulations, is an enhanced monsoon over North Africa, Arabian Peninsula and India. The decrease in JJAS precipitation over the tropical oceans, present in PMIP2 simulations is also simulated with all the parameter sets, although the magnitude of the change varies according to the parameter set. Our simulations show three additional regions of increased summer precipitation that are not displayed in the ensemble mean PMIP2 simulations, i.e. the centre of North America, the south of Africa and the northeast of South America.

Figure 68: JJAS precipitation (mm/day) differences between mid-Holocene and present day for the five parameter sets and the ensemble mean of PMIP2 simulations (bottom-right).

All the parameter sets lead to a ‘greening’ of the Sahara at 6 kyr BP (Figure 69). The desert (Sahara and Arabian Peninsula) regressed at 6 kyr BP compared to present day, mostly at the expense of grass, in relationship with the increase in precipitation. This is in agreement with fossil pollen (Jolly et al., 1998) showing that the Saharan...
desert was almost completely covered by annual grasses and low shrubs during the mid-Holocene. There is also evidence suggesting that it was then wetter than today (Petit-Maire and Guo, 1996).

Figure 69: Grass fraction at 6 kyr BP according to the five selected parameters sets. Maps are showing the deviation from the mean value computed over the time interval 1980-2000 AD in the corresponding millennium experiments.

The early Holocene

The simulated early Holocene climates (quasi-equilibrium simulations at 8 kyr BP) for the same parameter sets (11, 21, 31, 41, 51) are then compared the 21st century climates obtained in the transient simulations from 8 kyr BP to 2100 AD. We find a surprisingly strong relationship between the Arctic summer sea ice extent simulated for the two periods (Figure 70) (Goosse et al., 2007).
Figure 70: Link between the Arctic summer sea ice extent (in $10^6 \text{ km}^2$) for the early Holocene and the period 2040-2060 AD. Simulations corresponding to different parameter sets (E11, E21, E31, E41, E51) are represented by a cross. The red line is a regression line for those five points.

In particular, the summer ice extent averaged over the period 2040-2060 is very close to 1.5 times the one simulated for 8 kyr BP, for all the model simulations. This strong relationship between the simulated decrease in the summer ice extent in the future and for 8 kyr BP is obtained for a wide range of model responses despite the very different forcings during the two periods. Indeed, the forcing is slowly varying for the early Holocene and has a very strong seasonal cycle. By contrast, the forcing is changing rapidly over the 20th and 21st centuries, the climate system being clearly in a transient state, and the forcing is more widely distributed for the different seasons. Information about the state of the climate system during the early Holocene can thus help us to estimate the strength of those feedbacks and thus to reduce our uncertainties on future changes. Information on the observed ice extent during the early Holocene is quite fragmentary. In the framework of the International Polar Year, new oceanic cores have been collected in the Arctic, providing new information on the summer ice extent during the early Holocene. Such observations and similar ones, in particular north of the Siberian shelves, could provide strong constrains on model behaviour, complementary to the ones obtained from recent observations. This will then allow to select the parameter sets that are the most realistic and to reduce our uncertainties on the future decline of the ice cover.

The 8.2 kyr BP event

Here we perturb the 8.5 kyr BP equilibrium simulations by releasing additional fresh water into the Labrador sea (see description of the experiments, section B.4) in order to mimic the 8.2 kyr BP event. With all the six parameter sets used, the maximum value of the North Atlantic meridional overturning streamfunction weakens sharply after the introduction of the freshwater pulse. The MOC is reduced by 27 to 46% within 15 years. The reduction is the smallest with parameter sets 122 (27%) and 322 (32%) for which the initial value of the MOC is smaller than with the other parameter sets. The weakening phase is followed by a rapid acceleration back to the initial state. Then, the MOC returns back to a state close to the pre-perturbation one in less than 30 years. The MOC has completely recovered around less than 100 years after the perturbation for 112, 312 and 512 (i.e. parameter sets with the lowest MOC sensitivity). It takes a few decades more for the other parameter sets.
The annual mean value of the maximum of the North Atlantic meridional overturning streamfunction below the Ekman layer (column 2) for the EH experiments and (column 3) for the EHF experiment. For EH the mean value of the last 100 years of the simulation is given. For EHF, the minimum value over the 20 years following the input of freshwater is given.

<table>
<thead>
<tr>
<th></th>
<th>EH</th>
<th>EHF</th>
</tr>
</thead>
<tbody>
<tr>
<td>E112</td>
<td>27.7</td>
<td>16.8</td>
</tr>
<tr>
<td>E122</td>
<td>15.2</td>
<td>11.3</td>
</tr>
<tr>
<td>E312</td>
<td>25.3</td>
<td>15.1</td>
</tr>
<tr>
<td>E322</td>
<td>20.2</td>
<td>11.9</td>
</tr>
<tr>
<td>E512</td>
<td>24.4</td>
<td>14.4</td>
</tr>
<tr>
<td>E522</td>
<td>17.8</td>
<td>11.7</td>
</tr>
</tbody>
</table>

**7. F simulations**

The simulations covering the third millennium were performed for all nine climatic parameter sets in combination with three different ice sheet parameter sets and medium carbon cycle parameter set. We first show the general model response for medium ice sheet sensitivity and include the two other ice sheet parameter sets when discussing ice-climate interactions.

**Temperature and climate change over the third millennium**

The climate sensitivity of the model directly translates into a respective change of global mean surface temperature (Figure 72). Temperature changes over the Greenland and Antarctic ice sheets show a relatively strong polar amplification in both hemispheres, as discussed above. Local differences of the average temperature over the ice sheets compared to the global trend are visible.
Figure 72: Global mean temperature changes during the third millennium for scenario A1B (left) and over the Greenland and Antarctic ice sheets (middle and right, respectively). Only medium carbon and ice sheet parameters (2) are shown.

**Carbon and climate change over the third millennium**

Experiments performed with the emission scenario A1B exhibit a large atmospheric CO\(_2\) increase up to the year 2200 AD when emissions cease (Figure 73, left). All model versions predict a long lasting atmospheric perturbation. The perturbation here is larger than that in Plattner et al. (2008) since, in the present work, emissions do not abruptly end in 2100 AD but slowly decline after that date. In 3000 AD, the atmospheric CO\(_2\) content is approximately reduced by half with respect to its maximum value in most cases. The climatic parameter set 11 exhibits a faster decrease, due to a larger ocean ventilation rate. With each of the climatic parameter set, the land uptake of CO\(_2\) drastically diminishes shortly after the end of emissions; from then on, the ocean is driving the atmospheric CO\(_2\) level. For the same climate sensitivity no significant differences among simulations performed with different ice sheet parameters are observed.

The main changes occurring in the ocean biogeochemical cycles are related to the opal export and to the CO\(_2\) invasion at depth. The opal export exhibits different fates under different climatic parameter sets (Figure 73, middle). While there is a modest increase in the 21st century in some cases (climatic parameter sets 11, 22 and 52), the general tendency is a steady decrease over the following centuries with the exception of climatic parameter set 11. The decrease is significant with climatic parameter set 51, since, at the end of the experiment, the opal export decreases by about 17% with respect to its value in 2000 AD. The behaviour of simulation “11” is
explained by the low MOC streamfunction decrease and the faster overturning of ocean waters observed with this parameter set. On the contrary, the MOC streamfunction decrease for set “51” is proportionally larger than with any other parameter set. The slower ocean ventilation results in a trapping of silica at depth, and a reduced availability in surface waters for opal building. Significant changes in deep ocean chemistry occur in each of these experiments. CO₂ invasion at depth leads to an increase in the dissolution rate of calcium carbonate (CaCO₃) shells. CaCO₃ shell preservation over production drops from around 20% to much less than 10% at the end of the millennium (Figure 73, right). In the end, this constitutes a negative, though small, feedback on atmospheric CO₂ level. The rate of change of the dissolved fraction reflects the CO₂ invasion rate, which is directly related to the deep ocean ventilation rate.

**Dynamic response of the ice sheets in simulations over the third millennium**

The results for the continental cryosphere and sea level are similar for similar warming and scale well with the rate and amount of radiative forcing. In first order, changing model climate sensitivity or changing the forcing scenario for future atmospheric greenhouse gas concentrations influences the ice sheet response in similar ways. We therefore focus our physical analysis on the A1B scenario and include estimates for total sea level rise at the end of this section for all three scenarios (B1, A1B, A2).

**Greenland**

The response of the ablation ratio (mean ablation to mean accumulation) is dominated by a steep increase in mean ablation and remains above one in all experiments (Figure 74a). Ablation starts to decrease only when most of the ice is already removed in high sensitivity models. For low sensitivity models, the ablation fraction is still increasing at the end of the third millennium, despite the fact that the greenhouse gas forcing has long been stabilized. In the process, calving shows a steep decrease in the first 100 to 200 years as the ice sheet retreats from the coast (Figure 74b). Volume and area of the Greenland ice sheet are consequently decreasing for all experiments (Figure 74c), with a rate relative to the climate sensitivity of the models. The ice is almost completely removed in high sensitivity experiments at the year 3000, which causes freshwater fluxes to decrease in the last part of the simulation, while runoff over land increases accordingly (Figure 74d). It is noteworthy that none of the model versions shows a slowing of volume losses for the A1B scenario over the course of the third millennium unless if the ice sheet is already mostly removed.
Figure 74: Evolution of major variables of the Greenland ice sheet: ratio of mean ablation to mean accumulation: (a), calving (b), volume (c) and area (d). Total freshwater fluxes (e) and runoff over land (f) are given in m$^3$/year (same colour code as in Figure 72). Note that $10^{12}$ m$^3$/year equals approximately 0.03 Sv.

Figure 75 gives snapshots of the melting Greenland ice sheet for three different model versions. While small differences in regional response patterns are apparent between different parameter sets, the total rate of change scales with climate sensitivity of the model. The ice sheet retreat first occurs in the southwest, where already today a 300-km wide band of tundra is present. After several centuries of retreat, the Greenland ice sheet becomes fully land-based. The central dome survives longest at an almost constant elevation of around 3000 m. The ice sheet ultimately retreats to the eastern mountains, gradually exposing bare land, which can heat up much more during the summer than the ice cover because of a lower albedo.
### Figure 75: Evolution of the Greenland ice sheet in different experiments. The background field is for surface elevation. Ice sheet cover is shaded grey and contoured every 250 m, ice-free areas range from green to red and blue colours depict the ocean. Thick contour lines over the ice are for every 1000.

### Antarctica

The grounded ice volume of the Antarctic ice sheet (Figure 76a) increases slightly before decreasing in all but the highest sensitivity experiment (5222). Volume changes after 2400 AD are negative for all runs. Changes in grounded ice area (Figure 76b) are related to grounding line retreat mainly in West Antarctica.
Grounded ice accumulation volume shows a weak increase of 10-25% over the course of the third millennium largely unrelated to the model climate sensitivity (Figure 76c). For high sensitivities, surface conditions along the margin of Antarctica take on characteristics of the present-day Greenland, and surface melting (Figure 76d) becomes a dominant factor for the mass balance of the ice sheet. Note that at the year 3000, ablation exceeds accumulation and the surface mass balance is negative for the four models with highest climate sensitivity. Furthermore, accumulation has mostly stabilized at that point, while ablation increases further at an almost constant rate. Since the climate forcing has long stabilized at this point, the melting of the Antarctic ice sheet can be expected to continue for a long time thereafter.

Figure 76: Grounded ice volume (a), grounded ice area (b), grounded ice accumulation volume (c) and ablation volume (d) of the Antarctic ice sheet for scenario A1B. See colour code in Figure 72.

The mean basal shelf melt rate (Figure 77) increases during the third millennium proportional to the heat input under the Antarctic ice shelves by up to a factor of 6 and 16 for ice sheet sensitivity ‘mid’ and ‘high’, respectively. Basal melting reduces the thickness of the ice shelves and the buttressing effect, which causes an increase in ice velocities on the shelves and at the grounding line. This in turn increases losses from the grounded ice volume. In addition to increases in marginal ablation, basal ice shelf melting is the main reason for substantial Antarctic sea level contributions. A positive contribution to sea level rise at an increasing rate at the year 3000 indicates that the Antarctic ice sheet is still far from equilibrium with the imposed climate change. In effect, very long time scales of the order of $10^4$ years are required before the Antarctic ice sheet eventually reaches a new steady state with less or almost no ice. The observed response for the high sensitivity models is probably an underestimate in case the large ice shelves would break up and calving could take place at grounding lines. These effects are not well represented in the current model, which was developed for generally colder conditions with ice shelves present. For high basal melt rates below the ice shelves as observed for the high
sensitivity models, it seems unlikely that the large ice shelves can be sustained, and
they may well disintegrate after 500 to 1000 years (Warner and Budd, 1998).

Figure 77: Mean basal shelf melt rate under the Antarctic ice shelves.

Figure 78 gives snapshots of the retreating Antarctic ice sheet for the highest climate
sensitivity model. The most important change is grounding-line retreat for the West
Antarctic ice sheet and along overdeepened glaciers of the East Antarctic ice sheet.
At the millennial time scale considered here, ice thickness in central East Antarctica
remains largely unaffected. For less sensitive model versions, the response is
weaker, but follows the same geographical pattern. The grounded Antarctic ice
volume is reduced at the end of the third millennium even for the lowest climate
sensitivity model.

Figure 78: Evolution of Antarctic ice thickness in experiment 5122 for scenario A1B.

Ice-climate interactions

Dynamic coupling of the Greenland and Antarctic ice sheet models in LOVECLIM
reveals a number of ice-climate interactions that are strong enough to have to be
taken into account for transient climate simulations. Freshwater fluxes from the
melting Greenland and Antarctic ice sheets have a potential influence on the heat
exchange between atmosphere and ocean. For Greenland, meltwater fluxes to the
ocean cause a weakening of the MOC streamfunction in all experiments (Figure
79a). In some of the simulations presented here, we even observe an almost
complete shut down of the ocean thermohaline circulation. The associated reduction
in meridional heat transport leads to a local relative cooling in the northern North
Atlantic, which is further amplified by the sea ice-related feedbacks. For Antarctica,
freshwater fluxes cause a shallow halocline, weakening of deep water formation,
reduction of vertical heat exchange in the ocean and a larger sea ice cover
(Swingedouw et al, 2008). Again, sea ice-related feedbacks amplify the local relative
cooling to a degree that the combined effect of the Northern and Southern
Hemisphere signals becomes visible in the global mean surface temperature evolution (Figure 79b). The models with the lowest ice sheet sensitivities and thus with the lowest freshwater fluxes therefore show the highest global surface temperature rise. This is consistent with another mechanism that links lower ice sheet sensitivities to a lower oceanic thermal expansion (Figure 79c). Less freshwater input from the ice sheets yields a stronger heat release from ocean to atmosphere. This reduces the oceanic heat content, which ultimately leads to a small reduction of sea level rise due to thermal expansion compared to models with higher ice sheet sensitivity.

Figure 79: MOC strength (a), global mean surface temperature change (b) and sea level rise due to thermal expansion (c), all depend on ice sheet sensitivity.

Total sea level estimates

In the following, we give total sea level rise projections for the third millennium including contributions from oceanic thermal expansion, the Greenland and Antarctic ice sheets, small ice caps and glaciers. Melting of glaciers and small ice caps is calculated in an off-line procedure based on the temperature evolution of the whole model run (Raper and Braithwaite, 2006). With this component, the global sea level budget (except for changes in water storage on land) is closed. Glaciers and small ice caps combined have the potential to contribute only 21.8 cm to sea level rise. For scenario A1B, most glaciers disappear after already 400 years, dependent on the model sensitivity, while small ice caps largely disappear before the end of the third millennium (Figure 80).

Oceanic thermal expansion is steadily increasing in all experiments, as more heat is stored in the oceans (Figure 81). Since the deep ocean has a relatively long response time scale, the sea level contribution is still increasing at the end of the 1000-yr experiments at an almost linear rate.
In addition to the observed warming in the atmosphere, the amount of sea level rise due to thermal expansion also depends on the heat exchange between atmosphere and ocean. It can be affected e.g. by changes in oceanic circulation and sea ice cover. An alternative display of the model results is therefore shown in Figure 83, which includes information about different scenarios and climate and ice sheet sensitivities. All models align quasi-linearly in this plot, which shows the sea level contribution from oceanic thermal expansion as a function of the temporal average global mean temperate change wrt. 2000 AD. Changing ice sheet sensitivity (different symbols) leads to a different temperature response, due to the influence of meltwater fluxes on the climate sensitivity of the models (see discussion above). Furthermore, the sea level contribution for a given average warming is lower for low ice sheet sensitivity models. In these cases, less meltwater input to the ocean compared to the standard models means stronger ventilation and exchange of heat between ocean and atmosphere. This effect is amplified by sea ice-related feedbacks and causes more heat release from the ocean and consequently lower thermal expansion.
Assessment of modelling uncertainties in long-term climate and sea level change projections «ASTER»

Figure 82: Sea level contribution from oceanic thermal expansion in the year 3000 AD as a function of temporal average global mean temperature change wrt 2000 AD.

The sea level contribution from the Greenland ice sheet directly scales with ice volume changes in our model because all ice is assumed to be land-based (Figure 83, left). That is distinct for the Antarctic ice sheet where marine ice removed below flotation is replaced by ocean water, as is accounted for in our model (Figure 83, right).

Figure 83: Sea level contributions from Greenland (left) and Antarctica (right) for scenario A1B. See colour code in Figure 80. For clarity only models with medium ice sheet and carbon sensitivities are displayed.

Looking at the sea level contribution as a function of temporal average ice sheet wide mean temperature change reveals that changing scenario (thickness of symbols) and changing model climate sensitivity (colour of symbols) have a similar impact on the Greenland ice sheet (Figure 84, left). All experiments align around a curve that is limited for cases of extreme warming by the total available ice volume of the GIS of around eight meter sea level equivalent.

The ice shelf melt parameterisation in the Antarctic model has a strong influence on the sea level response of the Antarctic ice sheet (Figure 84, right). For model E11 as an example, the lowest ice sheet sensitivity models show no or even a negative contribution to sea level change depending on the applied scenario. This is due to an
increase in accumulation over Antarctica for all warming scenarios that cannot be balanced by increases in ablation or grounding-line retreat in these experiments.

Figure 84: Sea level contribution from the Greenland (left) and Antarctic (right, model E11) ice sheets in the year 3000 AD as a function of temporal average ice sheet wide mean temperature change wrt 2000 AD.

Figure 85: Total sea level change in the year 3000 AD and its components for scenario A1B. For clarity only models with medium ice sheet and carbon sensitivities are displayed.

Contributions of Greenland, Antarctica and thermal expansion and their relative importance depend strongly on climate model sensitivity (Figure 85). The Greenland ice sheet almost completely disappears in high sensitivity models before the end of the third millennium, adding a maximum possible amount of ~8m to sea level rise. The response of the Antarctic ice sheet is more dependent on the choice of model parameters than the Greenland ice sheet, with low climate sensitivity models switching to an overall negative mass balance of the Antarctic ice sheet only in the last half of the third millennium. For scenario A1B, all models of different climate sensitivity project a sea level rise of more than four meters over the third millennium.
Taking into account the relatively high polar amplification of LOVECLIM, sea level projections of the high climate sensitivity models of up to 16 meters have to be considered with caution.

8. Bistability and regrowth of the Greenland ice sheet

One of the open questions for long-term future ice sheet evolution revolves around the two connected problems of the stability of the Greenland ice sheet and the reversibility of Greenland ice sheet melting. It is of great interest to establish whether there exists a ‘threshold of reversibility’ beyond which Greenland melting becomes self-sustained due to the feedbacks in the coupled ice sheet–climate system (e.g., Gregory et al., 2004; Gregory and Huybrechts, 2006; Ridley et al., 2010) for present-day climate conditions. Connected to this issue is the question under which conditions the Greenland ice sheet would regrow, once it has been completely removed (e.g., Lunt et al., 2004; Toniazzo et al., 2004).

We tackled these questions with idealized experiments in which the CO₂ concentration is raised to four times its pre-industrial value for 3000 years and reset to lower values thereafter. In a first set of experiments we tested the effect of imposing lower levels of CO₂ concentration (200, 280, 380 ppmv) when the ice sheet has completely disintegrated after ~3000 years (Figure 86). We observe a very slow regrowth for 200 ppmv and 280 ppmv with a linear trend that indicates growth times between 350 kyr (200 ppmv) and 1000 kyr (280 ppmv). No regrowth of the Greenland ice sheet could be established for 380 ppmv.

In a second set of experiments, we therefore reset the CO₂ concentration to glacial conditions (200 ppmv) after 500 years, 1500 years and 3000 years during disintegration of the ice sheet (Figure 87, left). The ice sheet disintegration halts for a large initial ice sheet after 500 years (Figure 87, right) when ~85% of the present-day volume is still remaining. The ice sheet continues to melt away for a small initial ice sheet (~15% of present-day volume) after 1500 years. No regrowth of the Greenland ice sheet is observed for any of these three experiments.
Although these experiments indicate a bistability of the Greenland ice sheet in LOVECLIM, the reasons have to be further investigated and analysed. It may be necessary to run the experiments for much longer times than 2000 years, since a gradual cooling in response to lowering CO$_2$ concentration is still ongoing after 2000 years. This could be done with asynchronous coupling between climate and ice sheet in order to reduce the computing time. Delayed rebound of the bedrock furthermore makes the surface temperatures initially too high, which inhibits the regrowth. The effect of orbital parameters has not been considered in the presented experiments, which could have an effect on the results. The coupling procedure between atmosphere and ice sheet should also be carefully revised, since the lapse rate for elevation corrections may introduce unwanted biases. Finally, the relatively coarse resolution of climatic input to the ice sheet model may play a crucial role in preventing the regrowth of an ice sheet. All these caveats considered, an in depth investigation of all aspects of the GIS bistability problem with LOVECLIM could be undertaken, but has not been done in this project.

9. Concluding remarks

This ASTER project allowed us developing and improving the LOVECLIM model. It is a very important and valuable tool to study climate changes, both in the past (for assessment of the model) and in the future (for climate projection). Its high computational efficiency allows performing a large number of experiments of long duration. The new version of the model (LOVECLIM1.2) released during and thanks to the ASTER project is available on [http://www.climate.be/loveclim](http://www.climate.be/loveclim), for both the project partners and the whole scientific community.

In order to investigate the parameter uncertainty in LOVECLIM, we varied values of key physical parameters in order to estimate the range of model response for standard sensitivity experiments, to assess the ability of the model to simulate past climates according to the parameter sets and to compute the range of response for climate projections. Therefore, we selected nine “climatic” parameter sets, three “carbon cycle” parameter sets and three “ice sheet” parameter sets because they yield present-day climate simulations coherent with observations. Combination of those parameter sets lead to a sensitivity to CO$_2$ doubling ranging from 1.6 to 3.8°C and a reduction in the MOC intensity from 15 to 75% in response to a freshwater increase.
hosing. Note that those numbers are obtained without interactive carbon cycle and ice sheet components.\(^6\)

Equilibrium simulations of the LGM climate show that only the parameter sets leading to low climate sensitivity (i.e. 11, 12, 21, 22) yield reasonable results, the cooling in high latitudes being too strong for the high climate sensitivity parameter sets. This is a direct consequence of the relatively high polar amplification simulated by LOVECLIM. According to transient simulations carried out over the Holocene without carbon cycle and ice sheet components, it appears that, among the parameter sets used (i.e. 11, 21, 31, 41 and 51), 51 is clearly in disagreement with the very few reconstructions of the summer sea ice extent during the early Holocene. Moreover, the broad features of the mid-Holocene climate do not differ much according to the parameter sets. Nevertheless, climatic parameter set 51 is the only one that yields an annual mean surface warming in the North Pacific and North Atlantic Oceans that is in agreement with PMIP2 (Braconnot et al., 2007), while the simultaneous cooling off the Antarctic continent and the unchanged temperature over that continent suggested by PMIP2 (Braconnot et al., 2007) is only reproduced with climatic parameter set 21. These results clearly point towards the impossibility to find ‘the perfect’ parameter sets among those selected for this study.

Our study of the climate evolution over the last few decades of the 20th century reinforces this conclusion. Indeed, only a few parameter sets are able to reproduce the observed trends of key climatic variables over the last few decades (such as global annual mean surface temperature, Northern Hemisphere minimum sea ice extent or oceanic heat content). For example, carbon cycle parameter set 3 overestimates the increase in atmospheric \(\text{CO}_2\) concentration over the last 50 years. Climatic parameter sets with low climate sensitivity (simulations 1x, 2x) are ‘scoring’ low when assessing the model ability to reproduce recent climatic trends. Amongst the ‘best’ simulations configurations 321, 322, 511 and 512 display good performances for both Conc and Efor, either for S1 or S2 sulphate forcing. Moreover, no parameter set allows the model simulating simultaneously a correct time evolution of upper ocean heat content and of Northern Hemisphere summer sea ice extent or of annual mean surface temperature. This drawback should be investigated in further studies.

Several simulations over the third millennium were performed with LOVECLIM, with the different parameter sets, using SRES greenhouse gas scenarios (B1, A2, A1B) until 2100 AD and greenhouse gas concentrations maintained at their levels as in 2100 AD until the year 3000 AD. According to these simulations, the global annual mean surface temperature increases by 1.7 to 3.2°C after 1000 years for scenario A1B with medium carbon and ice sheet sensitivities, depending on the climate sensitivity. The Greenland ice sheet does not completely disappear before 3000 AD, according to the range of parameter sets and forcings used here, although it loses 95% of its present-day volume in the most extreme case (mostly related with high climate sensitivity). Moreover, the same parameter sets also induce an important melting of the Antarctic ice sheet. We conclude from all our experiments that a global eustatic sea level rise of at least 2 m is very likely to occur before the end of the third millennium. For scenario A1B and medium ice sheet and climate sensitivities, the value is ~9 m. The upper bound in excess of 20 m is however considered very unlikely to occur, in part because of the large polar amplification in LOVECLIM.

\(^6\) see the detailed description of these sensitivity experiments in section B.4.
Another major question related to global warming is related with change in the ocean circulation. From our sensitivity experiments, it appears that only massive input of freshwater and highly sensitive parameter sets could lead to a strong reduction (even an almost complete shut down) of the ocean thermohaline circulation. Such massive input of freshwater is unlikely to occur.
3. POLICY SUPPORT

The work made within ASTER is a contribution to the ongoing international scientific effort to better understand climate change and to assess more accurately the uncertainties associated with climate and sea level projections. This is needed in order to provide a sound basis for policies designed to address the challenge of climate change. The problem is most likely to become more and more important. This is why each Party to the United Nations Framework Convention on Climate Change (UNFCC) has committed itself to “promote and cooperate in scientific (...) research (...) related to the climate system and intended to further understand and reduce the remaining uncertainties (...)” (UNFCC Article 4.1 (g)).

The specific objective of ASTER, i.e. assessing model uncertainties in long-term climate and sea level change projections, fully meets one of the major goals of the IPCC for its next assessment report (AR5). The ASTER outcomes are therefore expected to be part of this report, which will be an invaluable tool for the policymakers. Finally, the ASTER project has allowed Belgian teams to keep a global climate modelling potential operational. The expertise build up in these teams has been solicited by policy makers at both the national and international level, for instance for risk analysis assessments on future sea level rise. Two of the ASTER promotors (TF and PH) have been nominated as key contributors of the IPCC AR5 due in 2013, and therefore will contribute directly in the underpinning of the scientific basis of climate change.
4. DISSEMINATION AND VALORISATION

Scientists involved in ASTER disseminated the results of this project through international research programmes on and assessments of climate change such as the European Union’s Sixth and Seventh Framework Programme, WCRP ( CliC, CLIVAR, COPES), IGBP (SOLAS) and SCAR (ACE) and IPCC. Dissemination took place via the training of Master students, PhD students and postdoctoral researchers, participation in working groups, presentations at national and international scientific workshops and meetings (see list below), and publication of results in international, peer-reviewed scientific journals (see section 5). ASTER results were also transferred to the Belgian Science Policy through annual reports and meetings with the follow-up committee. These meetings allowed constructive discussion between scientists of slightly different horizons: those who model the global and regional climate, and those who have expertise in impact studies. The discussion between these two groups led to a better tuning between offer and demand of model outputs.

In addition, a web site devoted to ASTER was created (http://www.astr.ucl.ac.be/ASTER/). This web site provides full information about the objectives, the model, the progress of the project and some important findings. Furthermore, it includes a database with the relevant model outputs (mostly as atlases). The numerical results themselves, because of their size, are stored on a mass storage repository. This database (atlases and numerical values) is accessible to the whole scientific community upon request.

Members of ASTER also took part in dissemination activities intended for the general public. In particular, the ASTER results were presented to students in primary and secondary schools during the “Atelier Scienceinfuse”, “Festival Scienceinfuse – Printemps des Sciences” and “Journée des Rhétos”. Some results were also forwarded to the PolarFoundation for a climate exhibition. The researchers also gave numerous interviews on the issue of global change to the international and local press (TV, radio and newspapers), presentations for several organisations as part of university outreach programmes and lectures for different societies as well as intended for the general public.

Networking

The ASTER project has fostered and strengthened collaborations with other research groups using the same modelling tool. The improvements made within the project and the results obtained have helped to launch new collaboration with foreign researchers, e.g., University of Hawaii. Furthermore, we could count on help from colleagues abroad to address some weaknesses of the model and thus to produce an improved version (e.g., MIT). These improvements allowed us making available to the scientific community a new version of LOVECLIM. The ongoing close collaboration with the Vrije Universiteit Amsterdam (The Netherlands) was also made possible through the work done within ASTER. More than ten research groups in the world are now using LOVECLIM, e.g., ETH (Switzerland), Universidade de Vigo (Spain), University of Hawaii (USA), Rutgers University (USA), Yokohama Institute for Earth Sciences (Japan), Vrije Universiteit Amsterdam (The Netherlands), University of Tulan (USA), Deferal Univseriyr if Viçosa (Brazil), University of Kiel (Germany), Penn State University (USA) and University of Bremen (Germany). The ASTER project has allow to establish or reinforce such collaborations.
The expertise gained through this project allows us taking part in several research programmes. PMIP2 and PMIP3 study the role of climate feedbacks arising for the different climate subsystems (atmosphere, ocean, land surface, sea ice and land ice) and evaluate the capability of the climate models to reproduce climate states that are radically different from those of today. The scientific goal of The Global Carbon Project is to develop a complete picture of the global carbon cycle including both its biophysical and human dimensions together with the interactions between them. Past4Future is a Collaborative Project under the 7th Framework Programme (FP7) of the European Commission. It investigates the climate and environment of past warm periods (interglacials) to inform on future climate and possible abrupt changes. Ice2sea, funded by FP7 aims at improving projections of the contribution of ice to future sea-level rise.

Scientific missions with communication involving ASTER members

BE-POLES Workshop, Brussels (Belgium), 23-25 March 2006.


European Geosciences Union General Assembly, Vienna (Austria), 2-7 April 2006.


20. Goosse, H.: How can we optimally combine the information provided by proxy records and model results.


23. Janssens, I., and P. Huybrechts: A monthly positive degree-day melt and runoff model of the Greenland ice sheet.


NICE Kick-off meeting, Gif-sur-Yvette (France), 14 May 2007:

48. Huybrechts, P.: Simulations with LOVECLIM during the third millennium and beyond centoning the cryosphere and sea level changes.

General Assembly of the International Union of Geodesy and Geophysics IUGG 2007, Perugia (Italy), 2-13 July 2007:

49. Wen, J., Y. Wang, J. Liu, K. Jezek, P. Huybrechts, B. Csatho, and K. Farness: Mass budget of the grounded ice in Lambert Glacier-Amery Ice
XVII INQUA Congress, Cairns (Australia), 27 July-3 August 2007.
53. Goosse, H., J.F. Gonzalez Rouco, H. Beltrami, M.F. Loutre, and T. Fichefet: Is it possible to constrain climate sensitivity by comparing simulated and observed borehole temperature profiles?
54. Goosse, H., M.E. Mann, H. Renssen, and A. Timmermann: Reconstructing temperature changes over the past millennium using both model results and observations.
Ninth International Conference on Paleoceanography (ICP9), Shanghai (China), 3-7 September 2007.
57. Loutre M.F.: Climate evolution during the Holocene: modelling studies. Workshop on Assessing the Mass Balance of the Polar Ice Sheets, Dresden (Germany), 10 September 2007:
Fall Conference of the Western Canadian Cryospheric Network, Banff (Canada), 28-29 September 2007.
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