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larger than 0.5 in winter. This high correlation has likely 
its origin in the slow evolution of the ocean ensured by its 
strong thermal inertia, showing the importance of the qual-
ity of the initialisation below the sea ice.
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1  Introduction

The last three decades have been characterised by an 
increase in sea ice extent in the Southern Ocean (e.g., Com-
iso and Nishio 2008; Parkinson and Cavalieri 2012). This 
recent expansion of the Antarctic sea ice has been attributed 
to different causes. Among them, a potential link with the 
stratospheric ozone depletion was pointed out (Solomon 
1999), but this hypothesis has not been confirmed in recent 
work (e.g., Sigmond and Fyfe 2010; Smith et al. 2012; Bitz 
and Polvani 2012). Besides, Mahlstein et al. (2013), Simp-
kins et al. (2013), Zunz et al. (2013), Polvani and Smith 
(2013) drew attention to the fact that the internal variability 
of the climate system could also explain the positive trend 
in sea ice extent observed over the last decades. Other stud-
ies underlined the potential role of wind changes and of an 
enhanced stratification of the ocean (e.g., Bitz et al. 2006; 
Zhang 2007; Lefebvre and Goosse 2008; Stammerjohn et 
al. 2008; Goosse et al. 2009; Kirkman and Bitz 2010; Lan-
drum et al. 2012; Holland and Kwok 2012; Bintanja et al. 
2013; Goosse and Zunz 2014).

Nevertheless, no clear consensus on the processes 
responsible for this increase in sea ice extent has been 
reached yet. Understanding the evolution of the sea ice in 
the Southern Ocean is particularly difficult due to the lack 
of observations in this area, on the one hand, and the biases 

Abstract  In this study, we assess systematically the 
impact of different initialisation procedures on the predicta-
bility of the sea ice in the Southern Ocean. These initialisa-
tion strategies are based on three data assimilation methods: 
the nudging, the particle filter with sequential importance 
resampling and the nudging proposal particle filter. An 
Earth system model of intermediate complexity is used to 
perform hindcast simulations in a perfect model approach. 
The predictability of the Antarctic sea ice at interannual to 
multi-decadal timescales is estimated through two aspects: 
the spread of the hindcast ensemble, indicating the uncer-
tainty of the ensemble, and the correlation between the 
ensemble mean and the pseudo-observations, used to assess 
the accuracy of the prediction. Our results show that at dec-
adal timescales more sophisticated data assimilation meth-
ods as well as denser pseudo-observations used to initialise 
the hindcasts decrease the spread of the ensemble. How-
ever, our experiments did not clearly demonstrate that one 
of the initialisation methods systematically provides with 
a more accurate prediction of the sea ice in the Southern 
Ocean than the others. Overall, the predictability at inter-
annual timescales is limited to 3  years ahead at most. At 
multi-decadal timescales, the trends in sea ice extent com-
puted over the time period just after the initialisation are 
clearly better correlated between the hindcasts and the 
pseudo-observations if the initialisation takes into account 
the pseudo-observations. The correlation reaches values 
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of climate models in the Southern Ocean, on the other 
hand. In particular, general circulation models involved in 
the 5th Coupled Model Intercomparison Project (CMIP5, 
Taylor et al. 2011) generally overestimate the internal vari-
ability of the sea ice extent in the Southern Ocean and/or 
have a mean state that does not agree with the observations 
over the last 30 years, i.e., the time period for which reli-
able observations of the sea ice are available (e.g., Turner et 
al. 2013; Zunz et al. 2013).

A key issue is to determine whether the positive trend 
in sea ice extent would have been predictable if adequate 
observations and models were available some decades ago. 
In the same line, potential predictability in the Southern 
Ocean was pointed out (Pohlmann et al. 2009) but the sub-
ject has been poorly studied so far (Zunz et al. 2013; Hol-
land et al. 2013). In an idealised test case, Holland et al. 
(2013) described predictive capability for the position of 
the ice edge for several months if the system is initialised 
with nearly perfect observations. In a more realistic set up, 
Zunz et al. (2013) found that the skill of CMIP5 retrospec-
tive forecast simulations is generally weak for the Ant-
arctic sea ice at interannual to multi-decadal timescales. 
The initialisation procedures used in the CMIP5 predic-
tion simulations analysed by Zunz et al. (2013) are gen-
erally based on simple data assimilation methods, such as 
nudging, potentially reducing the skill of the predictions. 
Therefore, in parallel with an adjustment of the physical 
parameterisations included in the models that could reduce 
the biases in the Southern Ocean, more sophisticated ini-
tialisation methods deserve to be tested to check whether 
they improve the quality of the predictions of the sea ice 
in the Southern Ocean at interannual to multi-decadal 
timescales.

In the present study, we systematically examine how 
the predictability of Antarctic sea ice depends on the data 
assimilation method that is used to initialise the model sim-
ulation. In the recent study of Pohlmann et al. (2013), an 
analysis of the retrospective prediction skill of the Atlantic 
meridional overturning circulation was performed for dif-
ferent prediction systems using both different models and 
different initialisation procedures. In contrast to Pohlmann 
et al. (2013), we use only one climate model to analyse the 
Antarctic sea ice. This allows isolating more clearly the dif-
ferences in the predictive skill that can be achieved due to 
the various initialisation procedures. Furthermore, unlike 
Pohlmann et al. (2013), the analyses proposed here were 
performed in an idealised framework. This approach con-
sists of using pseudo-observations instead of actual obser-
vations for both the initialisation and the verification of the 
hindcasts and has been used in many recent studies (e.g., 
Holland et al. 2013; Tietsche et al. 2013; Servonnat et al. 
2014). The pseudo-observations are obtained from a refer-
ence simulation performed with the same model as the one 

used in the hindcast and a noise is added to the pseudo-
observations when they are included in the initialisation 
procedure. However, when comparing the results of ini-
tialisation methods with the pseudo-observations no noise 
is added providing the comparison with the truth. The use 
of pseudo-observations ensures that they have the same 
variability and mean state as the model results, since the 
incompatibility in the mean state and variability between a 
model and observations may obscure the role of the initiali-
sation method. Furthermore, working in an idealised frame-
work allows testing the initialisation methods over longer 
time periods than if actual observations were used given 
that for the Antarctic sea ice reliable observations are avail-
able from the 1970s onwards only. Nevertheless, we have 
to keep in mind that the results discussed in this idealised 
framework correspond to an upper limit of predictability. 
For realistic prediction experiments, in which actual obser-
vations are simulated, model biases will tend to decrease 
the predictability.

The model used here is the Earth system model of inter-
mediate complexity LOVECLIM1.2. It has a coarser reso-
lution and a lower level of complexity than present-day 
general circulation models (GCMs), resulting in lower 
computational cost. Nevertheless, in the Southern Ocean 
it has a performance comparable to that of GCMs (Goosse 
and Zunz 2014). It is thus an adequate tool to perform the 
large number of experiments required in our study. The 
skill of a prediction system is assessed here for the Ant-
arctic sea ice through the analysis of hindcast simulations, 
i.e., simulations performed in the same conditions as if they 
were forecasts but spanning a past time period.

The climate model LOVECLIM1.2 is briefly described 
in Sect.  2.1 and the initialisation methods tested here are 
described in Sect. 2.2. Section 2.3 presents the scores that 
are used to assess the uncertainty and the accuracy of the 
hindcasts. The discussion of the results is divided into two 
parts: the interannual to decadal (Sect. 3.1) and the multi-
decadal (Sect. 3.2) predictions. Finally, the main results are 
summarised and conclusions are proposed in Sect. 4.

2 � Methodology

2.1 � Model description

The three-dimensional model LOVECLIM1.2 (Goosse et 
al. 2010) consists of the atmospheric component ECBilt2 
(Opsteegh et al. 1998), the oceanic component CLIO3 
(Goosse and Fichefet 1999) and the vegetation model 
VECODE (Brovkin et al. 2002). The atmospheric model 
is a three-level quasi-geostrophic model with T21 horizon-
tal resolution (corresponding to about 5.6°  ×  5.6°). The 
stratosphere dynamics is not represented in ECBilt2 and 
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the highest atmospheric level is at 200 hPa, preventing us to 
adequately take into account the influence of stratospheric 
ozone depletion. The oceanic model is an ocean general cir-
culation model coupled to a sea ice model with horizontal 
resolution of 3° × 3° and 20 unevenly spaced vertical levels 
in the ocean. The vegetation component has the same hori-
zontal resolution as ECBilt2 and simulates the evolution of 
the vegetation cover in terms of trees, grass and deserts. All 
the simulations performed with LOVECLIM1.2 over the 
twentieth century are driven by anthropogenic and natural 
forcings (greenhouse gases increase, variations in volcanic 
activity, solar irradiance, orbital parameters and land use), 
corresponding to the ones adopted in the historical simula-
tions performed in the framework of CMIP5 (Taylor et al. 
2011).

The model LOVECLIM1.2 simulates a realistic seasonal 
cycle of the sea ice extent in the Southern Hemisphere 
(Goosse and Zunz 2014). It tends, however, to overestimate 
the sea ice extent during most of the year (not shown). The 
amplitude of those systematic biases in the sea ice simu-
lated by LOVECLIM1.2 is comparable to the one of gen-
eral circulation models involved in CMIP5 (e.g., Turner et 
al. 2013; Zunz et al. 2013). The too large sea ice extent sim-
ulated by LOVECLIM1.2 is the result of an overestimation 
of the sea ice concentration in the majority of the sectors of 
the Southern Ocean (Fig.  1). In summer (JFM), the aver-
aged sea ice extent simulated by LOVECLIM1.2 between 
1979 and 2009 reaches 6.1 × 106 km2 while it equals 
4.2 × 106 km2 in the observations (Fetterer et al. 2002). 
In winter (JAS) over the period 1979–2009 the averaged 
sea ice extent reaches 19.8 × 106 km2 (17.8 × 106 km2) in  
LOVECLIM1.2 (in the observations).

2.2 � Initialisation of the hindcasts

Eight initialisation methods are tested in this study. The 
methods are presented in this section and are summarised 
in Table 1. For each initialisation method, a hindcast is ini-
tialised on January 1 every 5 years between 1900 and 1990. 
One hindcast consists of an ensemble of 96 members and 
spans a period of 30 years. While the initialisation date 
slightly impacts the predictability of the Arctic sea ice (e.g., 
Blanchard-Wrigglesworth et al. 2011; Day et al. 2014), the 
influence of the initialisation date on the predictability of 
the Southern Ocean sea ice has not been firmly assessed 
yet (Holland et al. 2013). However, this issue is out of the 
scope of the present study and is not addressed here.

In a first step, two extreme initialisation procedures are 
tested in the hindcast simulations. The first one does not 
take into account any pseudo-observations constraints. 
The corresponding non-initialised hindcasts, hereinafter 
referred to as HIND_noinit, do not require a specific proce-
dure. They are simply taken from successive 30-year time 
periods, separated by 5 years between 1900 and 1990, of 
a 96-member simulation driven by external forcing. Every 
3  months, a perturbation is added to the surface air tem-
perature of each member in order to be consistent with the 
experimental design of the simulations with data assimila-
tion (see below). The hindcasts HIND_noinit are used to 
assess the part of the predictability that cannot be attributed 
to the initialisation with pseudo-observations. The second 
initialisation method is a nearly perfect initialisation. All 
the model variables of a perfectly initialised hindcast are 
initialised with values that are directly extracted from the 
pseudo-observations. A small perturbation is added to the 

Fig. 1   Mean sea ice concentra-
tion over the period 1979–2009 
computed from a reference 
simulation performed with the 
model LOVECLIM1.2 driven 
by external forcing. Results are 
shown for (a) summer and (b) 
winter. The blue (black) line 
refers to the ice edge, i.e., the 
15 % concentration limit of the 
model simulation (observations 
interpolated on LOVECLIM1.2 
ocean model grid, Comiso 
1999)
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surface air temperature of this initial state in order to gen-
erate different members of an ensemble. The perfectly ini-
tialised hindcasts, hereinafter referred to as HIND_perfect, 
allow assessing an upper limit of predictability.

In a second step, the hindcasts are initialised through 
different data assimilation (DA) methods. DA combines 
the model equations and available observations in order 
to estimate the state of the system as accurately as pos-
sible (Talagrand 1997). In principle, a DA procedure 
allows updating the model solution not only for the vari-
able that is assimilated but also for the other ones. Once a 
DA simulation has been run, the values of the state vari-
ables corresponding to different times at which we want 
to initialise a hindcast are extracted from the results of 
this simulation and are used as initial conditions. After the 
initialisation, no further information is provided by the 
pseudo-observations. A brief description of the DA meth-
ods used in the present study is given below and more 
detailed information is available in Dubinkina and Goosse 
(2013). These data assimilation methods demonstrated 
good performance in the Southern Ocean area in an ideal-
ised framework with pseudo-observations (Dubinkina and 
Goosse 2013).

Here, pseudo-observations of monthly mean surface air 
temperature are assimilated. For initialisation of decadal 
prediction simulations assimilating subsurface oceanic data 
compared to assimilating only surface data can improve 
the performance of the forecast (e.g., Dunstone and Smith 
2010). However, in the Southern Ocean actual subsurface 
observations are even sparser in space and time than sur-
face observations. Therefore, in order to test initialisation 
methods that could be easily transposed from this idealised 
study to a more realistic one, we assimilate only the surface 
air temperature data. Given the links between the surface 
air temperature and other climate variables, for instance the 
sea ice concentration, the reconstruction of the latter vari-
ables could be potentially improved by assimilating only 
the surface air temperature. The pseudo-observations cor-
respond to the solution between the years 1850 and 2000 
provided by a transient simulation driven by external forc-
ing. This transient simulation starts in 850 from an equi-
librium simulation. Four additional transient simulations 
spanning the period 850–1850, starting with perturbed ini-
tial conditions, were performed to provide the initial states 
for the simulations with data assimilation (for details see 
Dubinkina and Goosse 2013). In order to mimic the instru-
mental errors, a Gaussian noise with standard deviation of 
0.5  °C is added to these pseudo-observations before they 
are assimilated in the model. Since we are working in an 
idealised framework in which the model and the pseudo-
observations have the same climatology, there is no dif-
ference in assimilating anomalies or full-field variables 
(e.g., Pierce et al. 2004; Murphy et al. 2010; Pohlmann  Ta
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et al. 2009; Smith et al. 2013) and we choose to assimilate 
anomalies.

In addition, for each DA method used to generate the 
initial states of the hindcasts, two simulations were per-
formed. In one simulation, dense pseudo-observations 
of the surface air temperature were assimilated, i.e., the 
pseudo-observations were available at every grid cell of the 
model. In the second simulation, sparse pseudo-observa-
tions were assimilated, i.e., the pseudo-observations were 
available only at the grid cells where observations from 
the HadCRUT3 dataset (Brohan et al. 2006) are available 
between 1850 and 2000, the spatial coverage being dis-
played in Fig.  5 in Dubinkina and Goosse (2013). This 
allows assessing how the predictability decreases in a more 
realistic framework, compared to the idealised situation 
where pseudo-observations cover the whole model grid.

Nudging
Nudging is a DA method commonly used in decadal cli-

mate prediction studies (e.g., Keenlyside et al. 2008; Pohl-
mann et al. 2009; Dunstone and Smith 2010; Smith et al. 
2010; Kröger et al. 2012; Swingedouw et al. 2012; Matei 
et al. 2012a; Servonnat et al. 2014). It consists of adding 
to the prognostic model equations a term that pulls the 
solution towards the (pseudo-) observations (e.g., Kalnay 
2007). In LOVECLIM1.2, the nudging term corresponds 
to an additional heat flux between the atmosphere and the 
ocean Q = γ (Tmod − Tobs). Tmod and Tobs are the monthly 
mean surface air temperature simulated by the model and 
from the (pseudo-) observations respectively. γ determines 
the relaxation time and equals 120 W m−2 K−1. This value 
of γ stands between the values used in other studies (e.g., 
Keenlyside et al. 2008; Pohlmann et al. 2009; Smith et al. 
2010; Matei et al. 2012a; Swingedouw et al. 2012; Servon-
nat et al. 2014). In addition, the nudging term is limited to a 
maximum value of 50 W m−2.

The simulations that assimilate pseudo-observations 
through the nudging described above are 96-member 
ensembles. Each member of the ensemble is nudged every 
day towards the monthly mean pseudo-observations and 
every 3  months a perturbation is added to the surface air 
temperature of each member in order to work in the same 
experimental design for all three DA methods used here (see 
below). In both simulations assimilating dense and sparse 
pseudo-observations, the nudging is applied globally over 
the ocean where data are available, except the area covered 
by sea ice. Applying the nudging of surface temperature 
only on the grid cells free of sea ice is a common practice 
(e.g., Keenlyside et al. 2008; Pohlmann et al. 2009; Matei 
et al. 2012a; Servonnat et al. 2014). Excluding ice covered 
area from the nudging procedure prevents spurious forcing 
that would be introduced by the additional heat flux in the 
case when sea ice is present in the pseudo-observations but 
not in a simulation to be nudged. The hindcasts initialised 

with dense (sparse) pseudo-observations through the nudg-
ing are referred to as HIND_NUDdense (HIND_NUDsparse) 
and summarised in Table 1.

Particle filter with sequential importance resampling
The particle filter with sequential importance resampling 

(SIR) is an ensemble DA method (e.g., Leeuwen 2009; 
Dubinkina et al. 2011) and consists of the following steps. 
Starting from a set of different initial conditions, an ensem-
ble of 96 simulations is propagated forward in time with 
the model for a period of 3  months. A realisation of the 
model (called particle) is different from another only due 
to different initial conditions. After the propagation step, 
a weight is assigned to each particle. This weight is com-
puted based on the agreement between the surface air tem-
perature estimated by the particle and the pseudo-obser-
vations (the better the agreement, the larger the weight). 
Then, particles are resampled: particles with small weights 
are eliminated while the ones with large weights are kept 
and duplicated in proportion to their weights, maintaining 
the total number of particles constant. A small perturbation 
is added to the duplicated particles in order to obtain ini-
tial conditions different from each other. The particles are 
then again propagated for 3 months using the model, and 
the whole procedure is repeated until the end of the period 
of interest.

Two sets of experiments were performed with SIR: one 
with dense pseudo-observations assimilated over the area 
covering the polar cap southward of 30◦S and one with 
sparse pseudo-observations assimilated southward of 60◦S.  
The choice of a smaller assimilation domain when sparse 
data were used has been made to avoid filter degeneracy 
(e.g., Leeuwen 2009, 2010; Dubinkina and Goosse 2013). 
The hindcasts initialised with dense (sparse) pseudo-obser-
vations through the SIR are referred to as HIND_SIRdense 
(HIND_SIRsparse).

Nudging proposal particle filter
The nudging proposal particle filter (NPPF) is a combi-

nation of the nudging and the particle filter with sequential 
importance resampling described above. During the propa-
gation of the 96 particles using the model, a nudging term 
pulls the surface air temperature of the model towards the 
pseudo-observations. Then, the amplitude of the diagnosed 
nudging term is taken into account in the computation of 
the weight of each particle, as explained in Dubinkina and 
Goosse (2013). As for the particle filter with sequential 
importance resampling, two sets of experiments were per-
formed with NPPF: one with dense pseudo-observations 
assimilated over the area covering the polar cap southward 
of 30◦S and one with sparse pseudo-observations assimi-
lated southward of 60◦S. The nudging, in turn, is applied 
everywhere over the ocean, except the area covered by sea 
ice. Hereafter, the hindcasts whose initial conditions are 
extracted from a simulation that assimilated dense (sparse) 
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pseudo-observations through the NPPF are referred to as 
HIND_NPPFdense (HIND_NPPFsparse).

2.3 � Assessment of the skill of the prediction system

On the one hand, the skill of the hindcasts is assessed 
through the spread of the solutions provided by the mem-
bers belonging to the same ensemble. This spread is used 
here to quantify the uncertainty of the ensemble, but care 
must be taken while interpreting the spread as it does not 
systematically represent well the range of possibilities in 
a prediction (Goddard et al. 2012). On the other hand, the 
ability of the ensemble mean to reproduce different char-
acteristics of the sea ice present in the pseudo-observations 
provides a measure for the accuracy of the prediction. Both 
will thus be presented here.

In order to assess for how long the predictability of an 
initialised hindcast exceeds the one of a non-initialised 
experiment, the spread of the hindcast ensemble is gen-
erally compared to the spread computed from a refer-
ence simulation, the approach varying slightly from one 
study to another (e.g., Pohlmann et al. 2004; Phelps et 
al. 2004; Koenigk and Mikolajewicz 2009; Msadek et 
al. 2010; Döscher et al. 2010; Blanchard-Wrigglesworth 
et al. 2011; Holland et al. 2013). We choose to use the 
prognostic potential predictability (PPP) introduced 
by Pohlmann et al. (2004) and applied in several recent 
studies (e.g., Koenigk and Mikolajewicz 2009; Msadek 
et al. 2010; Holland et al. 2013). It consists of the ratio 
between the ensemble spread of the hindcasts and the 
variance of a control simulation. For a given variable x at 
lead time t ,

where i is the ensemble index (N ensembles initialised at 
different times), j is the member index within one ensemble 
(M members per ensemble), xij is the simulated variable x 
in the hindcast member j of the ensemble i, Xi is the ensem-
ble mean of the ensemble i and σ 2

clim is the variance of a 
1000-year control simulation with constant pre-industrial 
greenhouse gas levels taken from the year 1850. If the sim-
ulated variable corresponds to monthly or seasonal mean, 
as it is the case in Sect. 3.1, the variance σ 2

clim is computed 
individually for each month or season of the year.

A value of the PPP close to 1 means that the ensemble 
spread is much smaller than the natural variability, indicat-
ing the existence of predictability arising from the knowl-
edge of the initial state. On the contrary, when the PPP is 
close to 0 or negative, the ensemble spread equals or out-
strips the natural variability, meaning that the potential pre-
dictability is lost. The significance of the PPP is assessed 

(1)PPP(t) = 1 −

1
N

∑N
i=1

1
M−1

∑M
j=1

[

xij(t) − Xi(t)
]2

σ 2
clim

,

based on an F-test that takes into account the autocorrela-
tion, as in Pohlmann et al. (2004).

We have to keep in mind that a high value of the PPP 
does not ensure that the ensemble mean constitutes an 
accurate prediction: an ensemble can display a small spread 
while disagreeing with the observed state. In the present 
study, we go a step further and compute the anomaly cor-
relation coefficient (ACC) or the ordinary Pearson correla-
tion, depending on the timescales considered, that tell us 
how well the hindcasts reproduce the year-to-year evolu-
tion of the pseudo-observations (Sect. 3.1) or the pseudo-
observed trends spanning several decades (Sect.  3.2). For 
the ACC, we follow the formulation of Pohlmann et al. 
(2009):

where t is the lead time (in years), Xi is the ensemble mean 
of the ith hindcast for the simulated variable x, i is the 
ensemble index (different indices correspond to different 
times when the hindcast simulations are started). N is the 
number of ensembles. oi is the pseudo-observation cover-
ing the time period spanned by the ensemble i. The overbar 
stands for the climatological mean computed from a ref-
erence simulation (X̄) and of the pseudo-observations (ō)  
over the analysed period 1900–2000. The significance of 
the correlation is assessed thanks to a two-sided t test.

To sum up, the predictive skill achieved thanks to differ-
ent initialisation procedures at interannual to multi-decadal 
timescales is estimated here through the computation of the 
PPP and the correlation for different variables related to 
the sea ice and to the temperature in the Southern Ocean. 
These two skill measures complement each other since the 
PPP tells us about the scatter across the solutions of a hind-
cast ensemble, while the correlation estimates the agree-
ment between the pseudo-observations and the ensemble 
mean of the hindcast.

These skill scores are computed for the ice edge loca-
tion—the latitude where the ice concentration in the South-
ern Ocean reaches 15  %—, the sea ice extent (SIE)—the 
sum of the areas of all the model grid cells where the sea 
ice concentration is at least 15  %—, and the ocean heat 
content in the upper 100 m of the ocean. Analysing the pre-
dictive skill for the ice edge location provides an overview 
of the regional distribution of the predictability of the sea 
ice and allows an easy comparison with the results of Hol-
land et al. (2013). The sea ice extent is a widely used met-
ric in sea ice studies (e.g., Turner et al. 2013; Polvani and 
Smith 2013; Germe et al. 2014) which provides an inte-
grated view over the whole Southern Ocean. An alterna-
tive could be an analysis of the sea ice area which is often 
considered as a more natural measure of the total sea ice 

(2)ACC(t) =

∑N
i=1

[

Xi(t) − X̄
]

[oi(t) − ō]
√

∑N
i=1

[

Xi(t) − X̄
]2 ∑N

i=1 [oi(t) − ō]2
,
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coverage. While the conclusions are generally more sensi-
tive to the choice of ice extent or area when the results are 
compared to real observations (e.g., Notz 2014), the choice 
of the metric for the sea ice cover should not have a large 
impact on our results since the analyses are here performed 
in a perfect model framework. Unless specified, the ocean 
heat content is computed over the area southward of 60◦S, 
between 0 and 100 m below the surface. This depth is close 
to the depth of convection reached in winter in LOVE-
CLIM1.2 in most parts of the Southern Ocean, except in 
the area where deep convection occurs.

3 � Results

3.1 � Interannual to decadal predictability

In this section, we discuss the predictability of the Antarctic 
sea ice, from 1 month to 10 years ahead. The predictability 
of the ice edge location is computed for monthly means in 
order to compare our results to the recent study of Holland 
et al. (2013). Besides, we have chosen to discuss the inter-
annual evolution of summer (average over January, Febru-
ary and March) and winter (average over July, August and 
September) sea ice extents separately rather than a month 
to month evolution in order to specifically investigate the 
difference in predictability between the seasons.

First, we analyse the PPP and the ACC for the hind-
casts HIND_perfect (Sect. 3.1.1). In these hindcasts, all the 
model variables are initialised with values provided by the 
pseudo-observations (see Table 1). Second, the predictabil-
ity provided through distinct initialisation methods is dis-
cussed for the sea ice extent (Sect. 3.1.2).

3.1.1 � Predictability of the ice edge location

In the hindcasts HIND_perfect, the PPP of the ice edge 
location displays values between 0.7 and 1 during the 
first 2  months of integration everywhere around Antarc-
tica (Fig.  2a). It then decreases everywhere in the South-
ern Ocean. Nevertheless, in the eastern Weddell Sea and in 
the western Indian Ocean (between 15◦E and 55◦E), in the 
Ross Sea (between 180◦E and 210◦E) and in the Belling-
shausen and Amundsen Seas (between 230◦E and 290◦E)  
potential predictability reemerges after a few months, in 
May or June of the first year, and persists until September 
or October. After 2 years the PPP becomes very low in all 
the sectors. Those results are in good agreement with the 
ones discussed in Holland et al. (2013), confirming the rel-
evance of our study based on the model LOVECLIM1.2. 
Holland et al. (2013) have also highlighted an eastward 
propagation of the predictability related to the eastward 
flow of the ocean and sea ice. Such a propagation may 

play a role in our experiments in the Bellingshausen and 
Amundsen Seas, while the reemergence of the anomaly is 
the dominant feature in the other sectors.

The regions with high PPP are also characterised 
by high ACC of the ice edge location in the hindcasts 
HIND_perfect. It reaches values of at least 0.6 during the 
first 3 months of integration at all longitudes (Fig. 2b). In 
the eastern Weddell Sea and in the western Indian Ocean 
(between 0◦E and 40◦E) and in the Bellingshausen and 
Amundsen Seas (between 230◦E and 300◦E) the ACC 
remains higher than 0.6 until the end of the first year. This 
means that in these areas accurate prediction of the ice edge 
location potentially can be performed a year ahead. This is 
associated with high predictability of the sea ice concentra-
tion near the ice edge in those regions (not shown). In the 
western Pacific Ocean sector (between 90◦E and 160◦E) the 
ACC is close to 0 from April of the first year but higher 
values of the ACC reemerge between May and July of the 
first year. In December of the first year the ACC is lower 
than 0.4 at all longitudes. Nevertheless, in May of the sec-
ond year the ACC reaches again values higher than 0.6 in 
the eastern Weddell Sea and in the western Indian Ocean 
(between 15◦E and 70◦E) as well as in the Bellingshausen 
and Amundsen Seas (between 250◦E and 300◦E).

The reemergence of predictability in winter is thus a 
dominant characteristic of the predictability of Antarctic 
sea ice. It cannot be accounted for by the memory of the 
sea ice itself. Indeed, the persistence of the Antarctic sea 
ice is very weak since it disappears almost entirely during 
the melting season. The memory is more likely provided by 
heat anomalies stored in the ocean, as proposed for instance 
by Holland et al. (2013). In LOVECLIM1.2 the high ACC 
of the ocean heat content (southward of 60◦S, in the first 
100 m below the surface) during the first two years of inte-
gration agrees well with this hypothesis (Fig.  3a). Note 
that the correlation between the ice edge location and the 
ocean heat content is particularly strong (in absolute value) 
between 0◦E and 50◦ E and between 150◦E and 300◦E, 
especially during winter months, where the ACC of the ice 
edge is also high.

Given that the mixed layer is shallower in summer than 
in winter, the ocean surface is isolated from deeper levels 
during this season. In winter, thanks to the cooling and 
brine rejection during the formation of sea ice, the mixed 
layer is deeper and the interactions between the surface and 
the interior ocean are stronger. This leads to an enhanced 
heat flux from the ocean to the surface that plays a domi-
nant role in the formation of sea ice, contributing to the sig-
nificant negative correlation between the ice edge location 
and the ocean heat content below the sea ice (Fig. 3b). The 
changes in sea ice concentration also impact the ocean heat 
content, the two variables being linked by various feed-
back processes (e.g., Martinson et al. 1981; Goosse and 
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Zunz 2014). Because of the multiple interactions it was not 
possible in the present framework to determine precisely 
to which extent the ocean drives the sea ice changes or 
if conversely, sea ice changes drive the ones in the ocean 
(not shown). Nevertheless, given the low persistence of the 
sea ice in the Southern Ocean, the results of Fig. 3 reason-
ably support the hypothesis that the high values reached 
by the ACC of the ice edge location during winter can be 
accounted for by the high ACC of the ocean heat content, 
achieved thanks to the strong thermal inertia of the ocean.

3.1.2 � Predictability of the sea ice extent

The discussion of the predictive skill for the ice edge loca-
tion presented above is focused on hindcast simulations ini-
tialised with perfect initial conditions. For this variable the 
values reached by the PPP and the ACC decrease rapidly 
after the initialisation and barely reach significant values, 
except in winter, after the first year of simulation. The skills 
of the simulations initialised with other methods display 
similar patterns but were even lower and were thus not pre-
sented for brevity. The PPP and the ACC may be better for 
a global variable such as the sea ice extent. Indeed, local 
errors of different signs in different sectors, which have a 
large effect on the PPP and the ACC of the ice edge loca-
tion, may balance each other and lead to a better skill for 

the sea ice extent, in particular for the hindcasts that are not 
initialised with perfect initial conditions. It is thus instruc-
tive to analyse the PPP and the ACC of the sea ice extent 
for all the different initialisation methods tested here.

The PPP of summer SIE starts from a maximum in the 
first year of integration, gets close to the significance level 
or even falls below it in the second or in the third year of 
integration, except for the hindcasts HIND_NUDsparse 
whose PPP never reaches statistically significant values. 
After three years of integration the PPP barely reaches sig-
nificant values for any initialisation method (Fig. 4a). In the 
first year, whether the dataset used to initialise the hind-
casts is dense or sparse strongly impacts the PPP, especially 
when the NPPF or the SIR are used to assimilate the data 
(blue and orange lines in Fig. 4a). Indeed, in the first year 
the values of the PPP of the hindcasts HIND_NPPFdense 
and HIND_SIRdense reach 0.70 and 0.65 respectively, while 
the PPP is much lower in the first year for the hindcasts 
HIND_NPPFsparse and HIND_SIRsparse (0.17 and 0.24 
respectively). To a lesser extent, the hindcasts initialised 
through the nudging also provide a smaller PPP when 
sparse pseudo-observations are used but the PPP is always 
low when this DA method is used.

The low value of the PPP for the hindcasts 
HIND_NUDdense and HIND_NUDsparse indicates a large 
spread of the ensemble, already present at the initialisation 
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Fig. 2   a Prognostic potential predictability and b anomaly correla-
tion coefficient of the ice edge location computed from the hindcast 
HIND_perfect. The white (a) or black (b) crosses highlight the values 
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to undefined values coinciding with longitudes nearly free of sea ice 
during summer months
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of the hindcasts, because the nudging is not applied over 
the sea ice covered area, which obviously reduces the con-
straint from the pseudo-observations on the sea ice extent. 
Even though the nudging term tends to maintain the mem-
bers close to each other, the perturbation applied to each 
member every 3 months for the consistency of the experi-
mental setup with the other simulations and the reduction 
of the assimilation domain to the sea ice free area have 
a large impact on the spread of the ensemble for the sea 
ice extent. This conclusion is confirmed by the higher val-
ues of the PPP for the hindcasts initialised with the SIR 
or the NPPF where sea ice covered area is included in the 
assimilation domain of the particle filters, which provides a 
stronger constraint from the pseudo-observations on the sea 
ice extent.

The fact that the PPP of the hindcasts initialised with 
sparse data is systematically lower than the one of the hind-
casts initialised through the same method but with dense 
data can be accounted for by the weaker constraint applied 
on the initial state when sparse pseudo-observations 
are used. This results in a larger spread of the ensemble 

and, thus, in a lower PPP. The weaker constraint is first 
accounted for by the fewer amount of data available in the 
sparse pseudo-observations. In addition, when the particle 
filters (SIR or NPPF) are used, the domain over which the 
particle filters assimilate the data is smaller when sparse 
pseudo-observations are assimilated, also reducing the 
constraint on the ensemble. As mentioned in Sect. 2.2, the 
reduction of the assimilation domain for the particle filters 
was required in order to avoid filter degeneracy in the simu-
lation with assimilation. Figure 4a, b illustrate that chang-
ing the dataset from dense pseudo-observations to sparse 
pseudo-observations decreases the constraint on the initial 
state much more than changing the DA method from the 
NPPF to the SIR. Consequently, particular attention has to 
be paid when interpreting the PPP because changes in the 
ensemble spread may be strongly related to the experimen-
tal design, such as the choice of the domain where the data 
are assimilated, and not on the predictability of the system 
itself.

The PPP of winter sea ice extent displays a slower 
decrease than the PPP for summer sea ice extent and stays 

Fig. 3   a ACC of the annual 
mean ocean heat content 
(OHC). b Correlation between 
the annual mean ocean heat 
content and the ice edge loca-
tion. The ocean heat content is 
computed southward of 60

◦
S 

and between 0 and 100 m 
depth. The black (a) or white 
(b) crosses highlight the values 
that are not significant at the 
95 % level. The white areas 
correspond to undefined values 
coinciding with longitudes 
nearly free of sea ice during 
summer months
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above the significance level until the 7th year when ini-
tialised with perfect initial conditions (Fig.  4b). In the 
hindcasts HIND_NPPFdense and HIND_SIRdense the PPP 
remains significant during the first four years and in the 
hindcasts HIND_NPPFsparse and HIND_SIRsparse during 
the first three years. The hindcasts HIND_NUDdense and 
HIND_NUDsparse provide a PPP that is always below the 
95 % significance level. Overall, these results indicate that 
the winter sea ice extent is more predictable than the sum-
mer sea ice extent. The square of the autocorrelation (r2) is 
used here to assess the predictability that is gained from the 
persistence. Figure 4a, b indicate that the persistence of the 
winter sea ice extent is slightly higher than the one of sum-
mer sea ice extent during the first three years of integration 
but this persistence is too small to be responsible for the 
higher predictability obtained for winter sea ice extent. The 
higher PPP of the winter sea ice extent, compared to the 

summer sea ice extent, likely arises because of a stronger 
interaction between the sea ice and the interior ocean dur-
ing winter, as discussed in the case of the reemergence 
of the predictability of the ice edge location in winter in 
Sect. 3.1.1.

Having assessed the PPP of the hindcasts of the Antarc-
tic sea ice extent, we now focus on their accuracy through 
the computation of the ACC. The ACC for both sum-
mer and winter is always positive, even for the hindcasts 
HIND_noinit. This is due to the fact that all the hindcasts 
as well as the pseudo-observations are driven by the same 
external forcing that ensures at least a weak correlation 
between the hindcasts and the pseudo-observations. In 
summer its value is, however, rarely above the significance 
level except in the first year for the hindcasts HIND_perfect 
and HIND_NPPFsparse. Furthermore, the choice of the DA 
method and the use of dense or sparse pseudo-observations 
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Fig. 4   Prognostic potential predictability (a, b) and anomaly cor-
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initialisation methods. Coloured solid lines correspond to an initiali-
sation with dense data, while coloured dashed lines correspond to an 
initialisation with sparse data. The dashed black lines show the 95 % 
significant level. For the PPP, the 95  % significant level is higher 

for winter (b) than for summer (a) sea ice extent. This is due to the 
slightly larger persistence characterising winter sea ice extent leading 
to a fewer number of degrees of freedom used to perform the signifi-
cance test. The grey line in (a) and (b) corresponds to the square of 
the autocorrelation that indicates the predictability arising from the 
persistence
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to initialise the hindcasts do not lead to a major difference 
in the ACC. In general, the ACC of sea ice extent in win-
ter is larger than in summer (Fig.  4d), which is in agree-
ment with the ACC of the ice edge location. For most of 
the initialisation methods, the ACC remains statistically 
significant during at least the first 3  years of integration. 
Moreover, during the first three years of integration the 
ACC of all hindcasts initialised with pseudo-observations, 
except HIND_SIRsparse, outstrips the ACC of the hindcasts 
that were not initialised with pseudo-observations, though 
the improvement is weak and none of the tested initialisa-
tion methods systematically provides a higher ACC than 
the others.

The relative performance of each simulation with data 
assimilation is discussed in detail in Dubinkina and Goosse 
(2013). They demonstrated good performance of the 
reconstruction of atmosphere as well as ocean variables 
provided by the particle filters (SIR and NPPF). For the 
reconstructed sea ice concentration, a clear improvement is 

obtained with the NPPF compared to the SIR. Dubinkina 
and Goosse (2013) showed that the assimilation of pseudo-
observations through the nudging provides satisfying 
reconstructions of surface air temperature and sea ice con-
centration in the Southern Hemisphere. However, because 
of the spurious impact of the nudging on the mixed layer 
dynamics in the model, the ocean temperature at depth and 
the surface salinity are not well simulated.

Despite those differences in the initial state, all the ini-
tialisation procedures tested here lead to relatively similar 
ACC. Firstly, this is due to the low ACC brought by the 
initialisation. The ACC of HIND_perfect, corresponding 
to the best possible initialisation, is generally not much 
higher than the one obtained in all the other simulations, 
except for the first year. Secondly, additional analyses per-
formed on the initial states provided by the various assimi-
lation methods have shown that they all have their own 
biases, either on the oceanic heat content or on the salt 
content. This potentially affects vertical heat fluxes and 
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Fig. 5   PPP of the trend for the hindcasts HIND_perfect in (a) summer and (b) winter ice edge location for increasing length of the time period 
over which the trends are computed. The white crosses highlight the values that are not significant at the 95 % level
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thus the oceanic heat flux at surface during the hindcast, 
reducing the prediction skill. The larger errors are found in 
HIND_NUDdense and HIND_NUDsparse for which the salt 
content in the first 100 m in the initial state of the hindcast 
is negatively correlated with the one of the pseudo-obser-
vations, which is in agreement with Dubinkina and Goosse 
(2013).

3.2 � Multi-decadal predictability

In this section, we discuss the predictability of the trends 
in the ice edge location and ice extent computed over time 
periods from 10 to 30 years. All the time periods over 
which the trends are computed start on the first year of 
the hindcasts, i.e., directly after the initialisation. Due to 
the large internal variability of the Antarctic sea ice, the 
trends in sea ice extent can substantially vary between the 
members of an ensemble performed with the same climate 
model (e.g., Landrum et al. 2012; Zunz et al. 2013). As a 
consequence, predictions may be very uncertain. How-
ever, an efficient initialisation of the hindcasts imposes a 
constraint on the initial state that could decrease the spread 
of the trend over the years following the initialisation. A 
comparison between the ensemble spread of the trends in 
hindcast simulations and a reference variance of the trends 
is thus required. As for the case of decadal predictions 
(Sect.  3.1), we use the prognostic potential predictability 
(Eq. 1) as a measure of the uncertainty of the simulated 
trends in sea ice. Here, the variable x in Eq. 1 stands for the 
trend in ice edge location (sea ice extent) for each ensemble 
member and the time t in Eq. (1) represents the length of 
the time period over which the trend is computed. The cli-
matological variance (σ 2

clim in Eq. 1) is the variance of the 
trends computed over successive time periods, spaced by 5 
years, of a 1000-year control run simulation with constant 
pre-industrial greenhouse gas levels.

In order to assess the accuracy of the hindcasts, we focus 
on the ensemble mean of the trends in ice edge location 
(sea ice extent). We compute the ordinary Pearson correla-
tion between the trends provided by the ensemble means of 
each hindcast and the corresponding trends computed from 
the pseudo-observations. On multi-decadal timescales, the 
external forcing has potentially a large impact on the trend 
in ice edge location (sea ice extent) and we have to disen-
tangle this contribution from the one that can be attributed 
to the initialisation. For that purpose we take as a reference 
the correlation between the pseudo-observations and the 
hindcasts HIND_noinit. This hence represents the ampli-
tude of the correlation of the trends that is provided by the 
external forcing.

For each initialisation method, the number of hindcasts 
used to compute the PPP and the correlation of the 10–30-
year trends is smaller than the number of hindcasts used in 

Sect. 3.1 (15 instead of 19). Indeed, the hindcasts initialised 
after 1970 are not considered in this section since the simu-
lation providing the pseudo-observations ends in December 
1999.

3.2.1 � Predictability of the 10–30-year trend in ice edge 
location

For the hindcasts HIND_perfect the PPP of the trend in 
ice edge location generally decreases as the lead time gets 
longer (Fig. 5). In summer the PPP is significant in the Ross 
Sea and in the Bellingshausen Sea (between 200◦E and 
300◦E). It also reaches values higher than 0.5 in the eastern 
Weddell Sea and in the western Indian Ocean (between 0◦E 
and 40◦E) as well as in the western Pacific sector (between 
110◦E and 130◦ E, Fig. 5a). However, those relatively high 
values of the PPP appear in areas that are generally sea ice 
free during summer, i.e., where the interannual trend in the 
ice edge location is close to 0 and does not vary much from 
one simulation to another. The PPP is thus not meaningful 
in those conditions.

In winter the PPP of the trend in ice edge location barely 
exceeds 0.5 (Fig. 5b). For length of time periods up to 20 
years, the largest values of the PPP (of at least 0.3) are 
found in the Indian Ocean (between 40◦E and 90◦E), in the 
western Pacific sector (between 90◦E and 140◦E) and in 
the Bellingshausen Sea (between 230◦E and 280◦E). In the 
eastern western Pacific sector (around 100◦E) a PPP larger 
than 0.3 is found for any length of time periods. Overall, 
even when the hindcasts are perfectly initialised the trends 
in ice edge display a large spread, implying a rather uncer-
tain prediction.

The correlation between the trends in ice edge location 
from the hindcasts HIND_perfect and the the correspond-
ing trends from the pseudo-observations depends also on 
the longitude and on the length of the period over which 
the trend is computed (Fig.  6). In summer correlation 
higher than 0.6 is found in the western Weddell Sea and in 
the eastern Indian Ocean (between 10◦E and 40◦E), in the 
eastern western Pacific sector (between 130◦E and 160◦E), 
in the western and eastern Ross Sea (between 160◦E and 
220◦E) and in the Bellingshausen and Amundsen Seas 
(between 230◦E and 300◦E), especially for time periods 
shorter than 20  years (Fig.  6a). In winter the correlation 
of the trend in ice edge location is generally higher than 
in summer, especially for time periods longer than 20 years 
(Fig.  6b). The correlation is generally higher than 0.6, 
except in the eastern Weddell Sea and in the western Indian 
Ocean (between 0◦E and 50◦E) for time period longer than 
20 years, in the Ross Sea (between 160◦E and 200◦E) for 
time period longer than 14 years and in the Bellingshausen 
and Amundsen Seas (between 250◦E and 300◦E) for time 
periods longer than 25 years.
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The values obtained for the PPP and the correlation of 
the trends in ice edge location for the hindcasts HIND_per-
fect confirm the relevance of these two scores to assess the 
skill of a prediction system. Indeed, the PPP and the ACC 
provide complementary information that can even appear 
contradictory, as for Figs.  5 and 6. On the one hand, the 
PPP of the ice edge location in the hindcasts HIND_per-
fect indicates that the spread of the ensemble is relatively 
large compared to the one of an uninitialised ensemble, i.e., 
that the potential predictability is low. On the other hand, 
the correlation reaches relatively high and statistically sig-
nificant values, meaning that the trends computed from 
the hindcasts ensemble mean agree reasonably well with 
the corresponding trends in the pseudo-observations. This 
apparent disagreement between the low PPP and the high 
correlation could actually be accounted for by the fact that 
the ensemble mean of the trends is driven by the external 
forcing and the slowly varying components of the climate 
system such as the ocean, as discussed below. Besides, the 
trends provided by the individual members of the ensem-
ble are widely scattered around the trend of the ensemble 
mean because these individual trends are influenced by the 
high frequency variability of the atmosphere, unpredictable 
at that timescale, that gives a range close to the one of an 
uninitialised ensemble. Nevertheless, the overall decrease 
in PPP for increasing length of time periods over which the 
trend is computed does not necessarily imply an increase 
in the variance of the hindcast trends. Indeed, the clima-
tological variance σ 2

clim(t) of the trend decreases with t, 
the length of the period over which the trend is computed. 
Consequently, although PPP decreases with t, the variance 
of the hindcast, giving a kind of measure of the uncertainty 
of the prediction, may still decrease.

High values of the correlation for summer and winter 
are much less widespread in the hindcasts HIND_noinit 
(Fig. 6c, d). In summer (winter) 8 % (4 %) of the values 
of the correlation shown on Fig. 6c (d) are statistically sig-
nificant at the 95 % level. For comparison, 39 % (69 %) of 
the correlations are statistically significant for the summer 
(winter) ice edge location of the hindcasts HIND_perfect 
(Fig. 6a,b). Therefore, statistically significant values of the 
correlation of the trends in the hindcasts HIND_noinit are 
rather marginal and are likely not meaningful as the per-
centages of statistically significant values are close to the p 
value of 0.05 used to perform the statistical test.

Overall, the correlation of the trends in ice edge location 
for the hindcasts HIND_perfect and HIND_noinit shows 
that a large part of the predictability is likely provided by 
the initialisation and not by the response to the forcing. This 
indicates that even if the state of the sea ice in a given year 
is not predictable beyond three years ahead (see Sect. 3.1) 
the 10–30-year trend in ice edge location is highly corre-
lated between the hindcasts and the pseudo-observations.

As already proposed in Sect.  3.1 for interannual vari-
ations, the high correlation of the trend in ice edge loca-
tion found in the hindcasts HIND_perfect is likely due to 
the thermal inertia of the ocean, which allows the anom-
alies characterising the initial state to impact the evolu-
tion of the system during years to decades with potential 
feedbacks between the oceanic heat content and the ice 
concentration. Indeed, in the hindcasts HIND_perfect 
the trend in annual mean ocean heat content (southward 
of 60◦S, in the first 100 m below the ocean surface) dis-
plays a correlation between the hindcasts and the pseudo-
observations larger than 0.6 between 0◦E and 75◦E as well 
as between 190◦E and 340◦E (Fig.  7a). Furthermore, at 
these longitudes the correlation between the trend in ice 
edge location and the trend in ocean heat content reaches 
values close to −1 in winter (Fig. 7c) with less negative 
values in summer (Fig. 7b). The same analysis performed 
for the ocean heat content in the upper 300 m provides 
results similar to the one shown here for the ocean heat 
content in the upper 100 m. This high correlation of the 
trend in ocean heat content with pseudo-observations, 
combined with a large anti-correlation of the trend in ice 
edge location with the trend in ocean heat content, likely 
explains the large correlation of the trend in ice edge loca-
tion between the hindcasts and the pseudo-observations, 
as shown in Fig. 6. However, between 75◦E and 120◦E the 
trend in winter ice edge location in the hindcasts is well 
correlated with the pseudo-observations (Fig.  6b), while 
the trend in ocean heat content does not display such a 
high correlation with the pseudo-observations. In some 
sectors of the Southern Ocean, additional mechanisms 
thus play a dominant role in the predictability of the ice 
edge location (e.g., transport from adjacent areas) and 
complementary studies are required to evaluate more pre-
cisely the origin of the predictability of the trend for each 
region.

3.2.2 � Predictability of the 10–30-year trend in sea ice 
extent

In this section, the predictability of the trends in sum-
mer and winter sea ice extents computed over increasing 
length of time period from 10 to 30 years is analysed. As 
for the 10–30-year trend in ice edge location (Sect. 3.2.1), 
we have computed the prognostic potential predictability 
of the trend in sea ice extent (Fig. 8a, b) and the correla-
tion between the ensemble means of the trends provided 
by hindcasts using different initialisation date and the cor-
responding trends in the pseudo-observations (Fig. 8c, d). 
These measures of the predictability are computed for the 
trends over 10–30-year long time period (starting on the 
first year after the initialisation) shown on the x-axis of 
Fig. 8 and for different initialisation methods.
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Fig. 6   Correlation between 
the trend of the hindcasts 
ensemble mean and the trend 
of the pseudo-observations 
of the ice edge location in 
summer (left column) and in 
winter (right column) for the 
hindcasts HIND_perfect (a, b) 
and HIND_noinit (c, d). The 
vertical axis refers to increasing 
length of the time period over 
which the trends are computed. 
The black crosses highlight the 
values that are not significant at 
the 95 % level. The white areas 
correspond to undefined values
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As discussed in Sect. 3.1.2 for the predictive skill of the 
sea ice extent at interannual to decadal timescales, the rela-
tive merits of the different initialisation methods tested here 
do not appear very clearly in the analysis of the trends in 
sea ice extent. Therefore for brevity, the results are shown 
here for the hindcasts HIND_perfect, HIND_noinit and 
HIND_SIRdense. The skill of HIND_SIRdense is among the 
highest of all the experiments though HIND_SIRdense is not 
systematically better and its results are generally close to the 
ones obtained using other methods. Nevertheless, the results 
provided by the initialisation through the SIR appear more 
reliable to us since the SIR relies on a method that does not 
introduce any additional term in the model equations, ensur-
ing that the model dynamics is preserved. Indeed, in our 
experimental design the nudging, when used alone, does not 
respect the ocean dynamics. Note, however, that this problem 
does not seem to occur when the nudging is combined with 
a particle filter in the NPPF (Dubinkina and Goosse 2013).

The PPP of the trend in summer sea ice extent reaches 
at most 0.36. It is statistically significant at the 95 % level 
up to 27-year long time period for the hindcasts HIND_
perfect (purple solid lines in Fig.  8a, b). The hindcasts 
HIND_SIRdense (orange solid line in Fig.  8a, b) is above 
the 95 % significance level, for 10–13-year long time peri-
ods. In winter the PPP is significant up to 20 years for the 
hindcasts HIND_perfect and up to 19 years for the hind-
casts HIND_SIRdense. For the other methods, the PPP is 
rarely significant for the trends in both summer and winter 
sea ice extent (not shown). As noticed for the PPP of the 
sea ice extent at interannual timescales (Sect. 3.1.2), for a 
given data assimilation method the PPP of the trend in sea 
ice extent of the hindcasts initialised with dense pseudo-
observations is systematically higher than the PPP of the 
hindcasts initialised with sparse pseudo-observations.

For both seasons the correlation of the trend in sea 
ice extent between hindcasts and pseudo-observations is 

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1

Correlation

(b) Correlation between the 
trend in annual mean OHC and

the trend in JFM ice edge location

HIND_perfect

Longitude (°E)

Le
ng

th
 o

f t
im

e 
pe

rio
d 

(y
r)

(c) Correlation between the 
trend in annual mean OHC and

the trend in JAS ice edge location

HIND_perfect

Longitude (°E)

Le
ng

th
 o

f t
im

e 
pe

rio
d 

(y
r)

(a) Correlation between
hincasts and pseudo-obs 
trend in annual mean OHC

HIND_perfect

Longitude (°E)

Le
ng

th
 o

f t
im

e 
pe

rio
d 

(y
r)

0 50 100 150 200 250 300 350
10

12

14

16

18

20

22

24

26

28

30

 

 

0 50 100 150 200 250 300 350
10

12

14

16

18

20

22

24

26

28

30

 

 

0 50 100 150 200 250 300 350
10

12

14

16

18

20

22

24

26

28

30

 

 

Fig. 7   a Correlation between the trend in annual mean ocean heat 
content from the hindcasts and the one from the pseudo-observations. 
Correlation between the trend in summer (b) and winter (c) ice edge 
and the trend in annual mean ocean heat content. The vertical axis 
refers to increasing length of the time period over which the trends 

are computed. For each longitude, the ocean heat content is com-
puted southward of 60

◦
S and between 0 and −100 m in the ocean. 

The black (a) and white (b, c) crosses highlight the values that are not 
significant at the 95 % level.
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larger if pseudo-observations are taken into account at the 
initialisation, for any length of time period (Fig.  8c, d). 
In summer, only the correlation computed from the hind-
casts HIND_perfect reaches statistically significant values. 
The negative values obtained in summer for the hindcasts 
HIND_noinit (Fig. 8c) are not meaningful given that they 
are not statistically significant and they are not robust. 
Indeed, the same correlation computed with another set of 
pseudo-observations can provide slightly positive, still not 
statistically significant, values (not shown). In winter, how-
ever, both the hindcasts HIND_perfect and HIND_SIRdense 
provide statistically significant correlation of the trends in 
sea ice extent, while the correlation for the non-initialised 
hindcast is close to 0 and not statistically significant. This 
indicates again that a part of the predictability cannot be 
accounted for by the external forcing and arises from the 
initialisation.

The simulated trend in sea ice extent at multi-decadal 
timescales is due to a combination of the model inter-
nal variability and of the response to the external forcing. 
The external forcing is responsible for an overall decrease 
in sea ice extent between 1900 and 2000. The interannual 
variability is associated with positive and negative trends 

at multi-decadal timescales that are superimposed on this 
longer term trend, essentially externally driven. For sea ice 
extent in the Southern ocean those internally generated var-
iations are much larger at decadal timescales than the exter-
nally driven decrease.

In the hindcasts HIND_noinit the internal variability 
of the sea ice extent present in the pseudo-observations 
is not captured in the ensemble mean and the trend in sea 
ice extent at multi-decadal timescales is essentially driven 
by the external forcing. As a consequence, the correlation 
between the pseudo-observed sea ice extent in the year pre-
ceding the initialisation and the trend in the hindcast sea 
ice extent is weakly positive (red dashed lines with circle 
markers in Fig. 9): since the model response under warm-
ing conditions is a melting of the sea ice in the Southern 
Ocean, the trend in sea ice extent tends to be more negative 
over time as mean ice extent is decreasing.

The goal of the initialisation of the hindcast is to repro-
duce the internally generated fluctuations in the pseudo-
observations. First, as the trend in sea ice extent is com-
puted starting from the first year of the hindcast, it depends 
directly on the value of this extent in pseudo-observations 
the year preceding the initialisation of the hindcasts. 
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Fig. 8   Prognostic potential predictability (a, b) and correlation with 
the pseudo-observations (c, d) of the trends in summer (left column) 
and winter (right column) sea ice extent, for increasing length of the 
time period over which the trends are computed. The different col-
ours correspond to different initialisation methods. The dashed black 
lines show the 95 % significance level. For the PPP (a, b), this signifi-

cance level varies with the length of time period because it takes into 
account the autocorrelation of the trends computed over successive 
time periods used to compute the climatological variance of the trend 
(σ 2 in Eq. 1). This autocorrelation depends on the length of the time 
period used to compute the trends
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Furthermore, because of the model dynamics (Goosse and 
Zunz 2014), when initialised with a state that has a sea ice 
extent larger (smaller) than the climatological mean, a sim-
ulation generally provides a negative (positive) trend in sea 
ice extent during the following years. This results in a neg-
ative correlation between the sea ice extent in the pseudo-
observations the year preceding the initialisation and the 
trend in sea ice extent in the hindcasts, especially in winter 
(purple dashed lines with circle markers in Fig.  9). Note 
that in contrast to Goosse and Zunz (2014), the simulations 
analysed here are transient simulations and the state aver-
aged over several decades is thus not stationary but slightly 
decreases in response to the external forcing.

This suggests that initialising a hindcast with a sea ice 
extent anomaly that fits the one of the pseudo-observations 
is a necessary condition to ensure an accurate prediction of 
the trend at multi-decadal timescales. This is, however, not 
sufficient since not only the state of the sea ice but also the 
state of the water column below the sea ice must be ini-
tialised with a state close to the pseudo-observations, given 
that the information provided to the ocean at the initialisa-
tion can impact the system over several decades, as already 
discussed at the end of Sect. 3.2.1. As expected, the trends 
in both summer and winter sea ice extents are strongly anti-
correlated with the trend in ocean heat content southward 
of 60◦S in the first 100 m below the surface (solid lines in 

Fig. 9), similar results being obtained with the ocean heat 
content in the upper 300 m (not shown). Consequently, it 
is essential to reproduce well this trend (Fig. 10) and thus 
the initial oceanic heat content as both are well anti-corre-
lated (purple dotted lines with triangle markers in Fig. 9). 
As the data assimilation methods tested in the present study 
assimilate the surface air temperature only, the informa-
tion provided by the pseudo-observations is not always 
adequately propagated in the ocean. The correlation of the 
trend in ocean heat content between the hindcasts and the 
pseudo-observations is maximum for the hindcasts HIND_
perfect and is close to zero for the hindcasts HIND_noinit 
(Fig. 10).

To sum up, taking into account the pseudo-observa-
tions in the initialisation of the hindcasts straight from the 
pseudo-observations dataset (HIND_perfect) or from a DA 
simulation does not provide particularly high values for the 
PPP but clearly leads to more accurate ensemble mean at 
multi-decadal timescales. In particular, the higher correla-
tion between the trends in sea ice extent of the hindcast and 
the corresponding ones of the pseudo-observations indi-
cates that the initialisation with pseudo-observations trig-
gers a shift of the ensemble mean of the trends towards the 
one of the pseudo-observations. Consequently, the initiali-
sation with pseudo-observations potentially improves the 
correlation with pseudo-observations for the trends in ice 
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Fig. 9   Correlation between the trends in (a) summer and (b) winter 
sea ice extents from the hindcasts and the annual mean sea ice extent 
from the pseudo-observations the year preceding the initialisation of 
the hindcasts (coloured dashed lines with circle markers). Correlation 
between the trend in annual mean ocean heat content from the hind-
casts and the annual mean ocean heat content from the pseudo-obser-
vations the year preceding the initialisation of the hindcasts (coloured 

dotted lines with triangle markers). Correlation between the trend in 
sea ice extent from the hindcast and the trend in ocean heat content 
from the hindcasts (solid lines), for (a) summer and (b) winter sea 
ice extents. The ocean heat content is computed around Antarctica, 
southward of 60

◦
S and between 0 and −100 m in the ocean. The 

x-axis refers to the increasing length of the time period over which 
the trends are computed
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edge location (sea ice extent) over several decades while 
the initialisation has only a weak impact on the predictive 
skill for the ice edge location (sea ice extent) at interan-
nual to decadal timescales, as discussed in Sect. 3.1. This 
apparent disagreement may be accounted for by the fact 
that on timescales from months to several years the behav-
iour of the sea ice is strongly impacted by the quickly vary-
ing atmosphere. This high frequency variability tends to 
overwhelm the more predictable low frequency signal that 
could be provided by the ocean. Besides, on multi-decadal 
timescales it can be reasonably assumed that the variations 
in the ice edge location (sea ice extent) are mainly driven 
by the slowly varying ocean, limiting the impact of the 
unpredictable atmosphere.

4 � Summary and conclusions

All the results discussed in the present study have been 
performed in a perfect model framework. Similar tests per-
formed in a realistic framework, i.e., with the use of actual 
observations for both the initialisation and the verification 
of the hindcasts, would lead to a lower predictability, due 
to the models biases. Overall, even under such idealised 
conditions, the predictive skill of the model for the Antarc-
tic sea ice is quite poor compared to other variables (e.g., 
Kim et al. 2012; Matei et al. 2012b). The analyses per-
formed here have nevertheless highlighted interesting char-
acteristics of the predictability and the forecast capability 
achieved thanks to different initialisation methods for the 
sea ice in the Southern Ocean at interannual to multi-dec-
adal timescales.

Firstly, in agreement with the recent study of Holland et 
al. (2013), the impact of the initialisation on the short-term 

predictability seems to be mainly driven by oceanic pro-
cesses. More specifically, the predictability of the sea ice 
at interannual timescales is low in summer and increases 
in winter. This reemergence of the predictability in winter 
is provided by heat anomalies stored in the ocean. In sum-
mer these anomalies are isolated from the surface due to 
the weak vertical mixing in the ocean during this season. 
Conversely, in winter the enhanced vertical mixing allows 
these anomalies to reach the surface and impact the sea ice 
formation.

Secondly, the predictability of the Antarctic sea ice 
behaves very differently depending on the timescale con-
sidered. At interannual timescales, during the first three 
years of integration, the variance of the members within an 
ensemble is smaller than the climatological variance of the 
model. This suggests that the uncertainty of the ensemble 
mean is rather low. However, the scatter of the members 
depends on the perturbation method used to generate the 
ensemble and may underestimate the real uncertainty of the 
ensemble. Besides, at interannual timescales the signal that 
can be provided by the ocean is largely overwhelmed by 
the unpredictable variability imposed by the atmosphere, 
resulting in a relatively weak correlation between the hind-
casts ensemble mean and the corresponding pseudo-obser-
vations even during the first years of integration.

Although the predictability of the Antarctic sea ice 
during a particular year is limited to a few years ahead at 
best, there exists predictability of the trend in sea ice at 
multi-decadal timescales. Indeed, the correlation between 
the ensemble mean of the trends in hindcasts and the cor-
responding trend from the pseudo-observations easily 
reaches values greater than 0.5 in winter. Furthermore, 
the accuracy of the multi-decadal trends in sea ice extent 
computed from hindcasts initialised with pseudo-obser-
vations is better compared to hindcasts initialised without 
taking into account any pseudo-observations. This indi-
cates that at multi-decadal timescales the predictability is 
due to not only the external forcing but also the initialisa-
tion method as the initialisation with pseudo-observations 
clearly improves the accuracy of the prediction in our ideal-
ised framework. Besides, the spread of the trends within an 
ensemble roughly equals the variance of the model clima-
tology, meaning that the uncertainty of the trends remains 
relatively large. In this framework, the ocean appears to 
impact the ensemble mean of the trend in sea ice while the 
atmosphere is responsible for the scatter of the members 
around this ensemble mean.

Thirdly, the method and the density of the pseudo-obser-
vations used to initialise the hindcasts influence the predict-
ability of the sea ice. At both interannual and multi-decadal 
timescales the spread of the members within an ensemble 
is smaller if the hindcasts are initialised with dense pseudo-
observations compared to an initialisation with sparse 
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pseudo-observations. This is due to the stronger constraint 
applied at the initialisation, preventing the members to 
spread too quickly during the integration. The initialisation 
method also impacts the accuracy of the trend in hindcast 
simulations. The hindcasts initialised with perfect initial 
conditions display the highest correlation for the trend in 
sea ice extent as well as for the trend in ocean heat content. 
Therefore, we pointed out a clear link between the predict-
ability of the sea ice and the quality of the initialisation of 
the ocean below it.

In our experiments, the relative skills at interannual 
to multi-decadal timescales of the initialisation methods 
based on data assimilation depend on the season, as well as 
on the timescale investigated. None of the methods tested 
here has thus been clearly identified as the best suited for 
multi-decadal predictions of Antarctic sea ice. However, in 
the experimental setup employed here to assimilate pseudo-
observations with a nudging, Dubinkina and Goosse (2013) 
have demonstrated that the nudging leads to a behaviour 
incompatible with the original model dynamics. Such 
incompatibility does not arise when the particle filters (SIR 
or NPPF) are used. If possible, the initialisation through a 
particle filter or a similar method should thus be preferred 
for studying the sea ice in the Southern Ocean.

We have applied here initialisation methods based on 
the assimilation of the surface air temperature only because 
relatively long time series are available and similar meth-
ods have been used in previous studies. Unfortunately, the 
persistence of surface variables is very low. Therefore, in 
order to provide constraints on longer term predictions, the 
data assimilation scheme has to propagate this information 
at depth in the ocean, where the persistence is much longer. 
Such a propagation is not always achieved with the meth-
ods used here. Therefore, in parallel to the models biases 
reduction, efforts should be concentrated on better ini-
tialisation of the ocean. Furthermore, we have shown that 
the predictability is improved by the use of dense pseudo-
observations in the initialisation procedure. Collecting 
observations in the Southern Ocean is thus crucial not only 
to improve the understanding of the processes occurring 
there but also to better initialise the simulations used to 
forecast the evolution of the sea ice around Antarctica.
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