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Abstract. Time series of total column abundances of hy-
drogen chloride (HCl), chlorine nitrate (ClONO2), and hy-
drogen fluoride (HF) were determined from ground-based
Fourier transform infrared (FTIR) spectra recorded at 17

sites belonging to the Network for the Detection of Atmo-
spheric Composition Change (NDACC) and located between
80.05◦ N and 77.82◦ S. By providing such a near-global
overview on ground-based measurements of the two major
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stratospheric chlorine reservoir species, HCl and ClONO2,
the present study is able to confirm the decrease of the at-
mospheric inorganic chlorine abundance during the last few
years. This decrease is expected following the 1987 Mon-
treal Protocol and its amendments and adjustments, where
restrictions and a subsequent phase-out of the prominent an-
thropogenic chlorine source gases (solvents, chlorofluorocar-
bons) were agreed upon to enable a stabilisation and recovery
of the stratospheric ozone layer. The atmospheric fluorine
content is expected to be influenced by the Montreal Pro-
tocol, too, because most of the banned anthropogenic gases
also represent important fluorine sources. But many of the
substitutes to the banned gases also contain fluorine so that
the HF total column abundance is expected to have continued
to increase during the last few years.

The measurements are compared with calculations
from five different models: the two-dimensional Bremen
model, the two chemistry-transport models KASIMA and
SLIMCAT, and the two chemistry-climate models EMAC
and SOCOL. Thereby, the ability of the models to repro-
duce the absolute total column amounts, the seasonal cycles,
and the temporal evolution found in the FTIR measurements
is investigated and inter-compared. This is especially inter-
esting because the models have different architectures. The
overall agreement between the measurements and models for
the total column abundances and the seasonal cycles is good.

Linear trends of HCl, ClONO2, and HF are calculated
from both measurement and model time series data, with a
focus on the time range 2000–2009. This period is chosen
because from most of the measurement sites taking part in
this study, data are available during these years. The preci-
sion of the trends is estimated with the bootstrap resampling
method. The sensitivity of the trend results with respect to
the fitting function, the time of year chosen and time series
length is investigated, as well as a bias due to the irregular
sampling of the measurements.

The measurements and model results investigated here
agree qualitatively on a decrease of the chlorine species by
around 1 % yr−1. The models simulate an increase of HF
of around 1 % yr−1. This also agrees well with most of the
measurements, but some of the FTIR series in the Northern
Hemisphere show a stabilisation or even a decrease in the
last few years. In general, for all three gases, the measured
trends vary more strongly with latitude and hemisphere than
the modelled trends. Relative to the FTIR measurements, the
models tend to underestimate the decreasing chlorine trends
and to overestimate the fluorine increase in the Northern
Hemisphere.

At most sites, the models simulate a stronger decrease
of ClONO2 than of HCl. In the FTIR measurements, this
difference between the trends of HCl and ClONO2 depends
strongly on latitude, especially in the Northern Hemisphere.

1 Introduction

Short-lived reactive inorganic chlorine (e.g. Cl and ClO) is
released in the stratosphere via photo-dissociation of chlori-
nated source gases by UV radiation (e.g. chlorofluorocarbons
(CFCs), hydrochlorofluorocarbons (HCFCs), carbon tetra-
chloride (CCl4), methyl chloride (CH3Cl), methyl chloro-
form (CH3CCl3), and halons). Reactive chlorine plays a
crucial role in the thinning of the stratospheric ozone layer
and particularly in polar ozone depletion as it is involved
in ozone-destroying catalytic cycles (Molina and Rowland,
1974; Crutzen et al., 1978). In the 1970s and 1980s, the
emission of anthropogenic halogenated source gases charac-
terised by a strong ozone depletion potential (ODP) increased
massively. So in order to stabilise the stratospheric ozone
layer and enable its recovery, the Montreal Protocol and its
amendments and adjustments have been progressively imple-
mented to reduce or even stop the production and release of
the important chlorinated source gases.

Figure1 shows the time development of the mean global
surface volume mixing ratios of total organic chlorine (CCly)
and total organic fluorine (CFy) according to the halocar-
bon scenarios that were used as boundary conditions for the
model simulations, between 1992 and 2010. Additionally,
their relative annual growth rates are shown. CCly is defined
here as 3 CFC-11 + 2 CFC-12 + 3 CFC-113 + 2 CFC-114
+ CFC-115 + 4 CCl4 + 3 CH3CCl3 + HCFC-22 + 2 HCFC-
141b + HCFC-142b + Halon-1211 + CH3Cl and CFy is rep-
resented by CFC-11 + 2 CFC-12 + 3 CFC-113 + 4 CFC-114
+ 5 CFC-115 + 2 HCFC-22 + HCFC-141b + 2 HCFC-142b
+ 2 Halon-1211 + 3 Halon-1301 + 2 Halon-1202 + 4 Halon-
2402. According to the A1 scenario fromWMO (2007),
CCly is assumed to have reached its tropospheric maximum
in 1993, whereas CFy is expected to have reached a plateau
with a small positive growth rate of about 0.1 % per year in
2010 (Fig.1). The older scenario Ab fromWMO (2003) as-
sumes CCly to have reached its maximum only in 1995. In
contrast, CFy peaks earlier than in the A1 scenario, already
in 2005, so that the growth rate in the Ab scenario in 2010
is already negative. A small part of the difference between
the two scenarios probably results from the fact that in the
WMO (2003) Ab scenario, Halon-2402 and Halon-1202 are
not considered.

Once released from chlorinated source gases (CCly), chlo-
rine atoms undergo a number of reactions in the stratosphere
forming different species which are summarised as the total
inorganic chlorine budget (Cly = HCl + ClONO2 + ClO +
2 Cl2O2 + OClO + 2 Cl2 + Cl + HOCl + BrCl). The largest
contribution to Cly comes from the reservoir species HCl and
ClONO2. However, it is the shorter-lived, highly reactive
ClOx species (i.e. Cl + ClO + 2 Cl2O2) that efficiently de-
stroy ozone.

In addition to chlorine atoms, fluorine is released by the
decomposition of CFCs and HCFCs. However, in contrast to
chlorine, fluorine forms long-lived substances such as COF2
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Fig. 1. Time series of monthly mean CCly (top) and CFy (bot-
tom) surface volume mixing ratios (in pptv) and growth rates (in
% per year) from different halocarbon scenarios between 1992 and
2010. The one called “WMO (2003) REF2” corresponds to the sce-
nario Ab inWMO (2003) and was used by KASIMA and the 2-D
model. The “WMO (2003) REF1” time series of CCly and CFy are
based on that same scenario until the year 2000, but were corrected
by additional measurements between 2000 and 2004. It was used
by SOCOL. The “WMO (2007)” scenario is the one called A1 in
WMO (2007) and was used by SLIMCAT and EMAC in this study.

and ultimately HF whose only known sink is transport to
the troposphere followed by rainout. Due to its long strato-
spheric lifetime, fluorine, and in particular HF, is not in-
volved in catalytic ozone destruction. It is often used as a
tracer for stratospheric dynamics and transport, and hence as
a reference for chemically more active trace gases like HCl
(Chipperfield et al., 1997). Because fluorine is also contained
in CFC substitutes, the HF total column abundance is ex-
pected to have continued increasing during the time range
considered in the present study.

Thus, measurements of the time development of the reser-
voir species (HCl and ClONO2 for the inorganic chlorine and
HF for the inorganic fluorine) provide a means of verifying
the effectiveness of the above-mentioned international regu-
lations.

There have been several investigations of HCl trends from
long-term ground-based measurements (Zander et al., 1987;
Rinsland et al., 1991; Wallace and Livingston, 1991; Wallace
et al., 1997). As they were performed before the Montreal
Protocol and its amendments took effect, they report increas-
ing HCl total column abundances. Later studies confirmed
stratospheric HCl or total Cly to have reached a plateau at the
end of the 1990s and to be decreasing since (e.g.,Newchurch
et al., 2003; Froidevaux et al., 2006; Lary et al., 2007).

In the investigation byRinsland et al.(2003), time series of
HCl and ClONO2 from Fourier transform infrared (FTIR) to-
tal column measurements at 9 stations belonging to the Net-
work for the Detection of Atmospheric Composition Change
(NDACC) until 2001 were compared with HALOE data at
55 km and calculations from a 2-D model. The measure-
ments agreed on a stabilisation of the stratospheric inorganic
chlorine content so thatRinsland et al.(2003) were able
to confirm the effectiveness of the Montreal Protocol and
amendments. The FTIR measurements within NDACC have
been continued until present, and more stations have joined
the network. Therefore, the present study is able to continue
and extend the investigations ofRinsland et al.(2003) by re-
porting measurements at 17 sites until the end of 2009. The
primary question addressed is whether the expected decrease
of the total global inorganic chlorine abundance can be con-
firmed now with the FTIR measurements. Furthermore, five
atmospheric chemistry models were included in the study in
order to investigate and inter-compare their ability to repro-
duce the HCl, ClONO2, and HF total column amounts, their
seasonal cycles and their temporal evolution, as measured by
the FTIR instruments.

In the framework of theSPARC CCMVal(2010) initia-
tive, a comparison between different chemistry-climate mod-
els (CCMs) was performed for HCl and ClONO2. The
two CCMs taking part in the present study, EMAC and
SOCOL, were also involved in this activity. The CCM calcu-
lations were compared with FTIR measurements above the
Jungfraujoch and with satellite data sets with respect to the
mean annual cycle, mean profiles and total column abun-
dances. So the present study extends theSPARC CCMVal
(2010) comparison with respect to additional geolocations
and compares the CCM results of EMAC and SOCOL with
those of other kinds of models (a 2-D model and two
chemistry-transport models, CTMs).

This paper does not aim at explaining in detail differ-
ences between models or between models and measure-
ments. Such an analysis requires much more detailed inves-
tigations, which are beyond the scope of this study. Instead,
it intends to show the global inorganic chlorine decrease seen
in the FTIR measurements at 17 NDACC sites, the increase
in HF, and to analyse the overall ability of different state-
of-the-art atmospheric chemistry models to reproduce these
measurements.

An overview of the measurements and models is given
in Sect.2 and3, respectively. Section4 compares the time
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Fig. 2. Geographical distribution of the measurement sites.

series of measurements and models with respect to the mean
differences between the data sets and also the mean seasonal
cycle and its amplitude of the three gases. The trends of HCl,
ClONO2, and HF are presented in Sect.6, but before, an in-
vestigation of the dependency of the trend results on some in-
fluencing factors is made (Sect.5). The results are discussed
in Sect.7 and concluding remarks are given in Sect.8.

2 Instrumentation

The observational data used in this paper were obtained
from ground-based solar absorption measurements of high-
spectral-resolution Fourier transform infrared (FTIR) spec-
trometers operated at 17 sites. They all belong to the Net-
work for the Detection of Atmospheric Composition Change
(NDACC; http://www.ndacc.org) and are located between
77.82◦ S and 80.05◦ N (see Table1 and Fig.2). For these
measurements, the atmosphere must be free of clouds and
the sun needs to be above the horizon. This implies that dur-
ing polar night, no measurements are possible. Of course,
this dependency on direct sunlight leads to an irregular sam-
pling of the measurements, with considerable gaps especially
during the winter at the polar sites.

The spectrometers cover the spectral range approximately
600 to 4300 cm−1. In the network, it is common prac-
tice to record spectra within limited spectral bands, using
a set of appropriate optical bandpass filters, in order to im-
prove the signal-to-noise ratio. The spectral range is cov-
ered with two liquid-nitrogen-cooled detectors, namely an
Indium-Antimonide (InSb) detector for the short wavelength
part of the range and a Mercury-Cadmium-Telluride (MCT)
detector for the long wavelength end of the range.

The high-resolution spectra include many distinct and
overlapping absorption lines of a large number of atmo-
spheric constituents. The area under the absorption lines pro-
vides information about the total abundance of the absorber

gas along the line-of-sight. The spectral line shape gives ad-
ditional information about the vertical distribution of the ab-
sorber in the atmosphere, based on the pressure-broadening
characteristics of the line. The vertical distribution can be re-
trieved with limited resolution only. The so-called inversion
of the spectra, to derive the vertical distribution or total col-
umn abundance of the target absorber gas from the spectra,
generally uses one or a few selected spectral micro-windows.
The purpose is to optimise the information content regard-
ing the target gas and to minimise the impact of interfering
species. The retrievals are based on a non-linear least squares
line-by-line fit of the spectra. The more recent retrieval algo-
rithms use a semi-empirical implementation of the optimal
estimation method developed by Rodgers (2000). Only a
few different retrieval codes are used within the NDACC in-
frared community, namely SFIT1 and SFIT2, PROFFIT and
GFIT. SFIT1 and SFIT2 were developed jointly at the NASA
Langley Research Center, Hampton, VA, United States, the
National Center for Atmospheric Research (NCAR) at Boul-
der, CO, United States, and the National Institute of Water
and Atmospheric Research (NIWA) at Lauder, New Zealand
(Rinsland et al., 1998). SFIT1 is the older version, which
does not retrieve any vertical profile information: it only per-
forms a scaling of the a priori vertical profile. PROFFIT was
developed at the Institute for Meteorology and Climate Re-
search of the Karlsruhe Institute of Technology (KIT), and
it was demonstrated that the results are equivalent to those
derived with SFIT2 (Hase et al., 2004; Duchatelet et al.,
2010). GFIT was developed by G. Toon at the Jet Propulsion
Laboratory and performs a profile scaling similar to SFIT1
(Washenfelder et al., 2006).

The data analysis needs corresponding pres-
sure/temperature profiles: These are taken from the
National Center for Environmental Prediction (NCEP) (Lait
et al., 2005) or from local or nearby radiosonde data (see
supplement to the present publication). The spectroscopic
parameters of the absorption lines are usually taken from
the HITRAN database (Rothman et al., 1992, 1998, 2003,
2005), or from the ATMOS line list (Brown et al., 1996).

Since the retrieval of vertical profile information is based
on the absorption line shapes, it is fundamental to know the
instrumental line shape function (ILS) precisely. Therefore,
absorption spectra of HBr in a cell at low pressure are regu-
larly recorded. These spectra can also be used as a proxy for
comparison since the HBr cells have identical origins (Cof-
fey et al., 1998). The analysis of the resulting HBr absorption
line shape, usually done with the program LINEFIT (Hase
et al., 1999), yields precise knowledge of the instrument’s
alignment and the associated instrumental line shape func-
tion.

Different kinds of FTIR instruments have been used for
the measurements analysed in this study (please see the de-
scription of the sites below), called Bruker 120M, 120HR,
and 125HR, and Bomem DA8. The instrumental differ-
ences between the Bruker spectrometers are small, especially
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Table 1. Overview of the geographical coordinates of the 17 sites and the time ranges covered by the HCl, ClONO2, and HF measurements.

Measurement site Latitude Longitude Altitude
a.s.l.
(m)

HCl
meas.
since

ClONO2
meas.
since

HF
meas.
since

Meas.
used
until

Eureka, Canada 80.05◦ N 86.42◦ W 610 1997 1997 1997 2009
Ny Ålesund, Svalbard, Norway 78.92◦ N 11.93◦ E 15 1992 1992 1992 2009
Thule, Greenland, Denmark 76.53◦ N 68.74◦ W 225 1999 1999 1999 2009
Kiruna, Sweden 67.84◦ N 20.41◦ E 419 1996 1996 1996 2009
Poker Flat, Alaska, USA 65.12◦ N 147.43◦ W 610 1999 1999 2004
Harestua, Norway 60.20◦ N 10.8◦ E 596 1994 1994 1994 2009
Zugspitze, Germany 47.42◦ N 10.98◦ E 2964 1995 1996 1995 2009
Jungfraujoch, Switzerland 46.55◦ N 7.98◦ E 3580 1984 1986 1984 2009
Toronto, Canada 43.66◦ N 79.4◦ W 174 2002 2002 2009
Tsukuba, Japan 36.05◦ N 140.12◦ E 31 1998 1998 2009
Kitt Peak, Arizona, USA 31.90◦ N 111.6◦ W 2090 1981 1980 1980 2009
Izaña, Tenerife, Spain 28.30◦ N 16.48◦ W 2367 1999 1999 1999 2009
Mauna Loa, Hawaii, USA 19.54◦ N 155.58◦ W 3397 1991 1995 2009
Réunion Island, France 21.80◦ S 55.5◦ E 50 2004 2004 2009
Wollongong, Australia 34.45◦ S 150.88◦ E 30 1996 1996 1996 2009
Lauder, New Zealand 45.04◦ S 169.68◦ E 370 1990 1990 1992 2009
Arrival Heights, Antarctica 77.82◦ S 166.65◦ E 250 1992 1997 1997 2009

between 120HR and 125HR. The latter is the newer version
with improved electronics which in the end helps to reduce
the noise in the spectra. The 120M instrument is the mo-
bile version which is therefore smaller and more compact
than the 120HR. In general, it is more difficult to adjust the
120M than the 120HR spectrometer, which may lead to a
slightly worse ILS of the 120M. However, this would affect
mostly the profile retrievals, not the total column abundances
dealt with in this study. So there are no significant discrepan-
cies expected between the different Bruker instruments. Fur-
thermore, when a new instrument was installed at one site,
if possible, an intercomparison was performed with the old
one so that the here presented data sets can be assumed to
show self-consistent time series. The discrepancies between
a Bruker 125HR and a Bomem DA8 instrument were inves-
tigated in detail for the total column abundances of the three
gases analysed here by e.g.Batchelor et al.(2010) and were
found to amount to less than 3.5 %.

Concerning the vertical averaging kernels, the correspond-
ing height-dependent sensitivity of the retrieval, the degrees
of freedom for signal, and the overall errors associated with
the measurements, no detailed information is given here.
It can be found in the references given for every site, or
other publications, for example inKohlhepp et al.(2011) for
Kiruna. In addition, a paper comprising the retrieval settings
and errors for many gases, including HCl, ClONO2, and HF,
at all NDACC IRWG sites is in preparation at the moment.

Hereafter, some characteristics of the various observation
sites are given from north to south. Table1 lists their coor-
dinates and measurement time periods used in this study. In
the Supplement to this publication, the most significant set-

tings for the retrieval of HCl, ClONO2, and HF at each site
are described.

2.1 Eureka (80.05◦ N)

Environment Canada operated a Bomem DA8 FTS at the Eu-
reka NDACC observatory every spring and nearly every fall
from 1993 until 2008. Details of this instrument, observa-
tions and retrieval methods are given inFast et al.(2011). In
July 2006, the Canadian Network for the Detection of Atmo-
spheric Change (CANDAC) installed a Bruker 125HR FTS
in the observatory, now known as the Polar Environment At-
mospheric Research Laboratory (PEARL). This instrument
makes measurements at 0.0035 cm−1 resolution throughout
the sunlit parts of the year (mid-February to mid-October). It
was run simultaneously with the Bomem DA8 during three
campaigns in 2007 and 2008 before the removal of the DA8
in February 2009. Full details of the instrument and retrieval
parameters are given inBatchelor et al.(2009). Measure-
ments shown for Eureka in this work include daily average
total column densities from the Environment Canada Bomem
DA8 between February 1997 and March 2006, and from the
CANDAC Bruker 125HR from July 2006 onwards. The bi-
ases between the use of the HITRAN 1992 spectral database
(for analysis of the DA8 data) and HITRAN 2004 (for anal-
ysis of the 125HR data) have been quantified byFast et al.
(2011) based on retrievals from DA8 spectra recorded for one
day and for the microwindows indicated for the DA8 in the
Tables 1 to 3 of the supplement to the present publication.
They are−0.4 % for HCl, +15.6 % for ClONO2, and 0.0 %
for HF.
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2.2 NyÅlesund (78.92◦ N)

At the AWIPEV research base in NẙAlesund on the Sval-
bard archipelago, FTIR measurements have been performed
since 1990. In the period 1990 to 1995 a Bruker 120M was
used. This spectrometer was replaced by a 120HR in 1995.
The instruments are operated by the AWI Potsdam and the
University of Bremen. Measurements in solar absorption ge-
ometry are performed from the end of March until the end of
September each year. During polar night, measurements in
lunar absorption geometry are performed, which are not used
here. The observation range is 600 to 8000 cm−1, depending
on the instrument setup, which is changed for the different
experiments.

2.3 Thule (76.53◦ N)

The NDACC FTS stationed at Thule, Greenland, is operated
by the National Center for Atmospheric Research (NCAR).
The instrument and observing system are described inHan-
nigan et al.(2009). The instrument is a Bruker 120M FTS
that has been blind compared (Goldman et al., 1999) prior
to installation at Thule in 1999. The system operates au-
tonomously to record solar absorption spectra in the mid-IR
on approx. 30 % of the days between 20 February and 20
October. Observations are taken up to five times per day de-
pending upon weather conditions.

2.4 Kiruna (67.84◦ N)

Since March 1996, a Bruker IFS 120HR FTIR spectrometer
has been operated continuously by the Institute for Meteorol-
ogy and Climate Research (IMK-ASF) of the Karlsruhe In-
stitute of Technology (KIT, formerly Research Center Karls-
ruhe) at the Swedish Institute of Space Physics (IRF) in
Kiruna, northern Sweden, in collaboration with the IRF
Kiruna and the University of Nagoya (Japan). A side-by-
side comparison was performed in 1998 with the travelling
NDACC standard spectrometer (Meier et al., 2005). The in-
strument is remotely controlled since July 2004. It was up-
graded to a 125HR spectrometer in July 2007. Experimental
details have been published elsewhere (e.g.Blumenstock et
al., 2006). On average, measurements are taken on about 80
days per year.

2.5 Poker Flat (65.12◦ N)

The FTS spectrometer, a Bruker 120HR, is located at the
Poker Flat Research Range (PFRR) of the Geophysical In-
stitute at the University of Alaska Fairbanks (GI/UAF) under
the responsibility of Japan’s National Institute of Information
and Communications Technology (NICT). The solar absorp-
tion spectra used here have been recorded between 1999 and
2004. The FTS automatically records spectra typically on
about 100 days per year between February and October. The
error analysis for HCl and HF was reported byKagawa et al.

(2007). ClONO2 is not measured operationally at the Poker
Flat site and hence no results are reported in this paper.

2.6 Harestua (60.20◦ N)

Chalmers University of technology has conducted continu-
ous solar FTIR measurements at the Harestua site within
NDACC since the end of 1994, with 50–70 measurements
per year. The measurement site is a former solar observatory,
situated on a hill at 600 m altitude, 50 km north of Oslo. The
instrument used is a Bruker 120M spectrometer connected
to a solar tracker. Between 1994 and 2004 the original solar
tracker of the site was used (coeliostat) but it was later re-
placed by a custom-built solar tracker allowing remote con-
trol of the measurements. The site is frequently located un-
derneath the edge of the polar vortex and the columns mea-
sured therefore show a large variability during spring time.

2.7 Zugspitze (47.42◦ N)

A high-resolution solar absorption infrared sounding system
has been operated continuously on the Zugspitze since March
1995 as part of NDACC under the responsibility of the Insti-
tute for Meteorology and Climate Research (IMK-IFU) of
the Karlsruhe Institute of Technology (KIT). The measure-
ments are performed with a Bruker IFS 125HR interferom-
eter on typically 120–140 days per year. Details have been
described bySussmann and Schäfer(1997).

2.8 Jungfraujoch (46.55◦ N)

The Jungfraujoch spectra of relevance to the present study
have been obtained under the responsibility of the University
of Li ège, with two FTIR spectrometers, namely a homemade
instrument which began routine observations in 1984 and a
commercial 120HR model from Bruker, operated since 1990.
The measurement density has increased from a yearly aver-
age of 50 days between 1985 and 1990 to 114 days from
1991 onwards. The spectral resolution varies between 0.003
and 0.006 cm−1, depending on the species and on the ge-
ometry of observation. More details on the instrumentation
can be found inZander et al.(2008). The Jungfraujoch time
series used here for HCl and ClONO2 are completely consis-
tent with those of theRinsland et al.(2003) study; hence the
description of the strategies and algorithms used to produce
the Jungfraujoch data set given in Appendix A2 of that paper
still applies.

2.9 Toronto (43.66◦ N)

The Toronto Atmospheric Observatory (TAO) was estab-
lished in 2001 with the installation of a Bomem DA8 FTS.
Spectra have been recorded routinely since May 2002. A
description of the operations and data analysis can be found
in Wiacek et al.(2007). Side-by-side comparisons with two
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lower-resolution FTSs were performed in 2005 and are de-
scribed inWunch et al.(2007) andTaylor et al.(2008). At
present, ClONO2 has not been retrieved at Toronto.

2.10 Tsukuba (36.05◦ N)

The solar absorption spectra at Tsukuba, Japan were obtained
with a Bruker 120M FTS from March 1998 to October 2006
and with a Bruker 120HR FTS since May 2001. The organ-
isations responsible for the analysis of HCl and HF are To-
hoku University and the National Institute for Environmental
Studies (NIES) in Japan. The spectral fitting algorithm to
derive the vertical column densities is based on SFIT1.09e,
and is improved with a vertical shift procedure of the initial
profile to minimise the residual of the spectral fitting (Murata
et al., 2005). In this paper, the data have been derived from
the spectra recorded with the Bruker 120M from March 1998
to December 2005 and with the Bruker 120HR from January
2006 to December 2009. Measurement density is 80 days per
year on average. ClONO2 has not been retrieved at Tsukuba.

2.11 Kitt Peak (31.90◦ N)

Measurements of HCl, ClONO2, and HF from Kitt Peak are
recorded with the 1-m OPD (optical path difference) FTS
(Brault, 1978) in the US National Solar Observatory (NSO)
facility in southern Arizona, USA, under the responsibility of
NASA Langley Research Center. A five-year gap in observa-
tions has occurred, limiting the analysis of the database for
the trend in chlorine loading. Limited measurements have
restarted in 2009 and have been combined with the previ-
ous measurements to produce the total column time series of
daily average measurements shown in this paper, with addi-
tional measurements anticipated in the near future.

2.12 Izãna (28.30◦ N)

Since the beginning of 1999, a Bruker IFS 120M FTIR spec-
trometer has been operated continuously at the Izaña Ob-
servatory on Tenerife Island (Schneider et al., 2005). Since
2005, a Bruker 125HR instrument has been used, which was
run side-by-side with the 120M spectrometer in April and
May 2005. The responsibility for the FTIR experiment lies
with IMK-ASF of the Karlsruhe Institute for Technology
(KIT). Measurements are taken on about 100 days per year.

2.13 Mauna Loa (19.54◦ N)

The Mauna Loa Observatory is located on the big island of
Hawaii at an altitude of 3.40 km. The observatory is main-
tained by NOAA’s ESRL (Earth Systems Research Labora-
tory, formerly CMDL, Climate Monitoring and Diagnostics
Laboratory). From 1991 to 1995, a Bomem DA8 was located
at the site and was replaced by a Bruker 120HR in 1995. FTS
data from this site were used in the 1995 Mauna Loa strato-
spheric ozone inter-comparison (McPeters et al., 1999). The

instruments were operated by the University of Denver from
1991 to 2007, and have been operated by NCAR since then
(Hannigan et al., 2009). ClONO2 is not retrieved at Mauna
Loa due to its low abundance at low latitude.

2.14 La Réunion (21.80◦ S)

The observing system of the Belgian Institute for Space
Aeronomy (BIRA-IASB) at St Denis on Ile de La Réunion
is a Bruker IFS 120M spectrometer. Until 2008, this sys-
tem was deployed at St Denis on a campaign basis; in May
2009, the system was installed for quasi-permanent opera-
tion. The data included in the present work come from two
measurement campaigns, one in 2004 (August to October)
and a second one in 2007 (May to October), and from contin-
uous measurements since May 2009. The instrument and op-
eration characteristics during the 2004 campaign have been
described inSenten et al.(2008). In 2007 and 2009, the same
instrument was operated in an almost identical way, apart
from the fact that the instrument is no longer located in a
container on the roof of a university building but in a dedi-
cated laboratory inside the same building. The observations
are taken at different spectral resolutions, depending on the
solar zenith angle. ClONO2 retrievals have been unsuccess-
ful so far, due to the high humidity at the site and the low
ClONO2 abundances at this low latitude.

2.15 Wollongong (34.45◦ S)

The NDACC site at Wollongong is operated by the local Uni-
versity. It used a Bomem DA8 FTS from 1996 to 2007 (Grif-
fith et al., 1998; Paton-Walsh et al., 2004, 2005). During
2007 the instrument was replaced with a Bruker 125HR FTS.
In August 1999, the optical band pass filter that was used
to record spectra on the MCT detector was changed from
one that transmitted in the 700–1350 cm−1 range to two sep-
arate filters transmitting in the 700–1050 cm−1 and 1000–
1350 cm−1 ranges.

2.16 Lauder (45.04◦ S) and Arrival Heights (77.82◦ S)

The instrument at Arrival Heights was a Bomem from 1991
to 1996 and is since then a Bruker 120M Fourier Trans-
form Spectrometer (FTS), jointly operated by NIWA and the
University of Denver, with support from the New Zealand
Antarctic Institute. For Lauder, the instrument was an ABB
Bomem MB104 in 1986, 1987, and 1989, a Bomem DA2
between 1990 and 1992, a Bruker 120M Fourier Transform
Spectrometer until 2001 and a Bruker 120HR from then.
Retrievals performed on Lauder data taken between 1986
and 1991 have been analysed with a column scaling algo-
rithm (SFIT1). Fits of the broad absorption of ClONO2
use the technique of pre-fitting interfering gases in a region
around the absorption at the 780 cm−1 window and then fit-
ting ClONO2 in a smaller microwindow there (Reisinger et
al., 1995). HBr cell and ILS measurements (LINEFIT) are
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Table 2. Overview of the models. Please note that the vertical domains are pressure altitudes as most models operate on a pressure grid.

Model Model type Horizontal
resolution

Vertical
domain
(approx.)

Strat.
vertical
resolution

Init. year Bound. cond.
(GHG/CFC scenario)

Chemical kinetics

Bremen
2-D model

2-D model 9.5◦ 0–100 km ∼3.5 km 1958 IPCC(2001) A1B/WMO
(2003) Ab

Sander et al.(2006)

KASIMA CTM 5.6◦
×5.6◦

(T21)
7–120 km ∼0.75–3 km 1972 IPCC(2001) A1B/WMO

(2003) Ab
Sander et al.(2002)

SLIMCAT CTM 5.6◦
×5.6◦ 0–60 km ∼2 km 1977 IPCC(2001) A1B/WMO

(2007) A1
Sander et al.(2002)

EMAC CCM 2.8◦×2.8◦

(T42)
0–80 km ∼2 km 1958 IPCC(2001) A1B/WMO

(2007) A1
Sander et al.(2002)

SOCOL CCM 3.6◦×3.6◦

(T30)
0–80 km ∼1–5 km 1960 IPCC(2001) A1B/WMO

(2003) Ab
Sander et al.(2002, 2006),
Atkinson et al.(2004, 2006)

done on a monthly basis at both instrument sites. At Ar-
rival Heights, solar measurements are made from August to
March.

3 Models

In addition to the FTIR measurements, results from five dif-
ferent atmospheric models are used in this study, compris-
ing a two-dimensional (2-D) altitude-latitude model similar
to the one used inRinsland et al.(2003), called the Bremen
2-D model, two three-dimensional (3-D) chemistry trans-
port models (CTMs), KASIMA and SLIMCAT, and two 3-D
chemistry climate models (CCMs), EMAC and SOCOL (see
Table2). Thereby, the influence of the differing architecture
of the models on the trend estimation can be investigated. On
the other hand, the two CTMs KASIMA and SLIMCAT can
help to estimate the influence of the irregular sampling of the
measurements on the trend results (Sect.5.4). This is possi-
ble because those two models use reanalyses calculated from
actual measurements so that the state of the atmosphere sim-
ulated by the models can be assumed to be as close as possi-
ble to reality (please see the specific descriptions below). In
contrast, the 2-D model uses only one repeating annual cycle.
The two CCMs calculate their own independent and consis-
tent meteorology and dynamics which is not necessarily or
rather probably not corresponding to the real meteorological
situation.

For the trend calculation and comparison with the FTIR
measurements, results from the Bremen 2-D model are
used between 2000 and 2008, from EMAC, KASIMA and
SLIMCAT between 2000 and 2009, and from SOCOL be-
tween 2000 and 2004.

For all five models, the time evolution of the greenhouse
gases and ozone-depleting substances was prescribed as a
boundary condition at the lower model boundary. The emis-
sion scenario for the most important anthropogenic green-
house gases, i.e. CO2, CH4, and N2O, was the IPCC sce-
nario A1B for all simulations considered here (see also Ta-
ble 2). It assumes very rapid economic growth, low popu-
lation growth, and the rapid introduction of new and more
efficient technologies (Nakicenovic et al., 2000). The time

evolution of the global surface volume mixing ratios of the
ozone-depleting substances (ODS) was prescribed accord-
ing to different so-called baseline scenarios. This means the
scenarios represented the best guess for both past and fu-
ture source gas emissions at the time of their publication. A
comparison between them is shown in Fig.1. KASIMA and
the 2-D model applied the Ab scenario fromWMO (2003),
called REF2 in Fig.1, while SOCOL used the REF1 mod-
ification where updates from newer observations for some
source gases were made between 2000 and 2004. The ODS
in SLIMCAT and EMAC follow the scenario A1 ofWMO
(2007). All the ODS data were provided in the framework of
the SPARC (Stratospheric Processes And their Role in Cli-
mate Change) CCMVal (Chemistry-Climate Model Valida-
tion activity) initiative (Eyring et al., 2006, 2007) and were
recommended for use as lower boundary conditions in the
simulations for the 2006 and 2010 WMO Ozone Assess-
ments.

For the comparison with the FTIR measurements, the
model data were interpolated to the locations of the instru-
ments from the adjacent grid points.

3.1 Bremen 2-D model

The 2-D model used in this study is the Leeds-Bremen inter-
active transport, chemistry and radiation model most recently
described byChipperfield and Feng(2003) and Sinnhu-
ber et al. (2009). It uses the dynamical core of the so-
called “two-and-a-half-dimensional” THINAIR model (Kin-
nersley, 1996) together with the chemistry scheme from the
SLIMCAT model (Chipperfield, 1999). The stratospheric dy-
namics are forced by the amplitudes of waves 1 to 3 of the
Montgomery potential at the 380 K isentrope (essentially the
same as the amplitudes of the 100 hPa geopotential waves).
Here we use the daily Montgomery potential from meteo-
rological analyses with a repeating annual cycle for the pe-
riod of May 1980 to April 1981. There is no quasi-biennial
oscillation (QBO) in the model, i.e. the modelled tropical
stratospheric wind is always in a weak easterly state. As we
have used no inter-annual variability in the dynamical forc-
ing here, all inter-annual variability comes from changes in
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the source gases and aerosol surface area. In this simulation,
the following halogen-containing gases are treated explicitly:
CFC-11, CFC-12, CFC-113, CCl4, CH3CCl3, Halon-1301,
Halon-1211, HCFC-22, and CH3Cl. In contrast, HCFC-141b
is not treated explicitly, but proportionately added to CH3Cl3
so that the additional chlorine atoms are accounted for. Anal-
ogously, the CFC-114, CFC-115, and HCFC-142b surface
mixing ratios are considered in the HCFC-22 value. This
model run is the same as used in the 2006 WMO Ozone As-
sessment (WMO, 2007). Data are available every fifth day
until the end of 2008 only.

3.2 KASIMA

The 3-D chemistry transport model KASIMA (Karlsruhe
Simulation Model of the Middle Atmosphere) used in this
study is a global circulation model including stratospheric
chemistry for the simulation of the behaviour of physical and
chemical processes in the middle atmosphere (Kouker et al.,
1999; Reddmann et al., 2001; Ruhnke et al., 1999). The me-
teorological component is based on a spectral architecture
with the pressure altitudez = −H ln(p/p0) as the vertical
coordinate, whereH = 7 km is a constant atmospheric scale
height,p is the pressure, andp0 = 1013.25 hPa is a constant
reference pressure.

For the present study, the KASIMA version as described
in Reddmann et al.(2001) which yields realistic stratospheric
age-of-air values (Stiller et al., 2008) was used. The nec-
essary meteorological data of temperature, vorticity and di-
vergence are taken from the European Centre for Medium-
Range Weather Forecasts (ECMWF), using ERA-40 data un-
til 2002 and operational ECMWF analyses from 2003 on. In
this version, the KASIMA model is relaxed (nudged) toward
the ECMWF data between 18 and 48 km pressure altitude us-
ing forcing terms with a timescale of 4 h. Below 18 km, the
meteorology is based on ECMWF analyses without nudg-
ing, and above 48 km pressure altitude, the prognostic model
integrating the primitive equations without additional forcing
from ECMWF data is used. The model consists of 63 vertical
layers between 7 and 120 km and has a horizontal resolution
of approximately 5.6°× 5.6°(T21).

The photolysis rates are calculated online in KASIMA us-
ing the Fast-J2 model ofBian and Prather(2002).

3.3 SLIMCAT

SLIMCAT is an off-line 3-D CTM which has been widely
used for the study of stratospheric chemistry (e.g.Feng et al.,
2007). The model uses a hybridσ − θ coordinate (Chipper-
field, 2006) and in the stratosphere (θ -level domain), vertical
motion is calculated from diagnosed heating rates. This ap-
proach gives a reasonable description of the stratospheric cir-
culation and age-of-air (seeMonge-Sanz et al., 2007). The
model has a detailed description of stratospheric chemistry
(seeChipperfield, 1999).

For this study the model was integrated (run 509) from
1977 to 2010 at a horizontal resolution of 5.6°× 5.6° and
with 32 levels from the surface to about 60 km. The model
was forced using ECMWF reanalyses: ERA-40 from 1977–
1988 and then ERA-Interim from 1989–2009. This run did
not have an explicit treatment of tropospheric convection but
the model assumed that long-lived tracers in the troposphere
were well-mixed (seeHossaini et al., 2010).

3.4 EMAC

The chemistry climate model EMAC (ECHAM/MESSy At-
mospheric Chemistry model) has been developed at the Max-
Planck-Institute for Chemistry in Mainz (Jöckel et al., 2006).
It is a combination of the general circulation model (GCM)
ECHAM5 (Roeckner et al., 2006) with different submod-
els, for example the chemistry submodel MECCA (Mod-
ule Efficiently Calculating the Chemistry of the Atmosphere)
(Sander et al., 2005) linked by the Modular Earth Submodel
System (MESSy) interface (Jöckel et al., 2005). The simula-
tion performed here includes a comprehensive stratospheric
chemistry. The volcanic stratospheric aerosols and the so-
lar irradiance were constant, the QBO was not included and
additional bromine with respect to the very short-lived sub-
stances (VSLS) was not added. Sea surface temperature
(SST) and sea ice cover (SIC) datasets have been used from
one of the IPCC-AR4 ECHAM5/MPI-OM coupled model
A1B scenario runs performed for the IPCC Fourth Assess-
ment Report (IPCC, 2007).

3.5 SOCOL

The SOCOLv2.0 (SOlar Climate Ozone Links Version 2)
CCM combines the MAECHAM4 GCM (Manzini et al.,
1997) with the CTM Mezon (Egorova et al., 2003). SOCOL
contains a comprehensive stratospheric chemistry scheme
consisting of 41 chemical species, 118 gas-phase reac-
tions, 33 photolysis reactions and 16 heterogeneous reactions
(Egorova et al., 2005; Schraner et al., 2008). Inorganic flu-
orine species (e.g. HF) are not simulated. The Cly mem-
ber species (HCl, ClONO2, HOCl, OClO, Cl, ClO, Cl2O2)
are individually transported, while the 14 organic-chlorine-
containing species present in the model are grouped into two
families (short- and long-lived) and these two families are
then explicitly advected. After each transport step, the in-
dividual members of the two families are partitioned before
the chemical computations. 13 photolytic, 14 O(1D) and 8
OH reactions are used to model the photochemical breakup
of the 14 organic-chlorine-containing species. Implications
of employing such a scheme are investigated inStruthers et
al. (2009).

The model data used in this study originate from the
NIWA-SOCOL REF-B1 simulation performed for the WMO
SPARC CCMVal2 activity (Eyring et al., 2008). Bound-
ary conditions and model parameters used in the REF-B1
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Table 3. Mean differences between models and FTIR measurements in % (calculated as (model-meas)/meas) averaged over all sites, and
their standard deviations, for HCl, ClONO2, and HF. The differences for KASIMA and SLIMCAT were calculated from the daily values,
while for EMAC, SOCOL, and the 2-D model, the monthly means were used.

gas KASIMA SLIMCAT 2-D model EMAC SOCOL

HCl −11.90± 8.58 +10.48± 7.92 +8.32± 15.93 −24.84± 8.08 +9.49± 13.83
ClONO2 +11.57± 58.33 +90.00± 146.78 +15.40± 41.13 +30.10± 90.59 −17.31± 22.96
HF +1.79± 10.44 +36.25± 12.72 −14.28± 12.63

CCMVal2 simulations are described inMorgenstern et al.
(2010). The data available here are monthly means until the
end of 2004 only.

4 Time series

Before calculating and comparing the HCl, ClONO2, and HF
trends, the consistency of the total column abundances be-
tween the FTIR measurements and the different models is
investigated (Figs.3 to 5). Table3 shows the mean relative
differences between each model and the measurements, aver-
aged over all sites. The differences for the CTMs KASIMA
and SLIMCAT were calculated from the daily means of
the FTIR measurements and the 12:00 UTC model output
because these two models use meteorological analyses as
boundary conditions so that every day’s atmospheric state
should be comparable. In contrast, for the CCMs EMAC and
SOCOL and the 2-D model, the monthly means from mod-
els and measurements were used for the comparison because
these models calculate their own dynamics and meteorology
which do not necessarily correspond to the real situation on
each day. The normalised mean monthly mean values de-
termined for 2000 to 2009 (Figs.6 to 8) allow us to inves-
tigate the characteristics of the seasonal cycle of each gas
and its amplitude. These mean monthly means were calcu-
lated by dividing the monthly means by the corresponding
annual mean and then averaging each month over the whole
time period 2000–2009. In all three gases, a seasonal cycle
is expected that is connected with the seasonal variation of
the tropopause height. This variation results from the strato-
spheric general circulation transporting air from the summer
to the winter hemisphere. The higher the tropopause, the
smaller is the relative contribution of the stratosphere to the
total column abundance. This again results in a lower total
column abundance of HCl, ClONO2, and HF in summer, be-
cause they are all mainly produced in the stratosphere. In the
high latitude regions, HCl and ClONO2 are in addition in-
fluenced by the absence of solar irradiation in winter. Chlo-
rine activation on the surface of polar stratospheric clouds
(PSCs) leads to a decrease in the total column abundances of
the chlorine reservoir species and a strong peak at the end of
the winter due to the deactivation of active chlorine. So the
seasonal cycle is expected to exhibit its largest amplitude at
the polar sites.

4.1 HCl

Measurements and models both indicate a steady increase of
HCl until about the mid-1990s. Afterwards, a decrease of the
HCl total column abundances is observed at all sites, with the
Southern Hemisphere delayed by a few years with respect to
the Northern Hemisphere (Fig.3).

In comparison to the FTIR measurements, KASIMA un-
derestimates the total column abundances of HCl (Fig.3 and
Table 3). Reasons for this are discussed inKohlhepp et
al. (2011, and references therein) and include the horizontal
resolution, the data set used for nudging, and the parameter-
isation of tropospheric processes, for example. In contrast,
the other CTM, SLIMCAT, tends to overestimate the total
HCl content compared to the measurements. The average
bias is smallest for the 2-D model (Table3). EMAC under-
estimates the HCl total column even more than KASIMA,
while SOCOL overestimates it.

In the FTIR data, the annual maximum of HCl occurs
in spring, around April/May in the Northern Hemisphere
and October/November in the Southern Hemisphere (Fig.6).
This seasonal cycle is qualitatively captured at most sites by
all models except the 2-D one. At some sites, KASIMA and
SOCOL simulate the annual maximum about one month too
early.

4.2 ClONO2

Because of its weak spectral signature, interference by water
vapour, and the low column abundances especially at lower
latitudes, ClONO2 is not easy to measure with a ground-
based FTIR spectrometer. For this reason there are no
ClONO2 time series from the FTIR sites Poker Flat, Toronto,
Tsukuba, Mauna Loa, and La Réunion which are therefore
not included in the comparisons in Figs.4 and7 and Table3.

All measurement and model datasets show an increase
of ClONO2 until the late 1990s and a decrease afterwards
(Fig. 4).

At the Northern Hemisphere high latitude sites Ny
Ålesund, Thule, and Kiruna, the models tend to overestimate
the total atmospheric ClONO2 content, especially the annual
minima (Fig.4). At most sites, the SLIMCAT model shows
the highest values, followed by EMAC and the 2-D model.
On average, KASIMA, SOCOL, and the 2-D model agree
best with the measurements (Table3).
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Fig. 3. Time series of HCl total column abundances in molecules per cm2 at the different sites as measured by FTIR (black dots) and
simulated by SLIMCAT (blue line), KASIMA (red line), SOCOL (green line), EMAC (orange line), and Bremen 2-D model (brown line).

SLIMCAT simulates a stronger relative seasonal variation
than the other models at most Northern Hemisphere sites
(Fig. 7). At midlatitudes, this means SLIMCAT overesti-
mates the ClONO2 amplitude, while closer to the poles, the
other models tend to underestimate it. The annual ClONO2
maximum occurring in February or March at most Northern
Hemisphere sites is captured qualitatively by most models.
Especially in the Northern Hemisphere midlatitudes, EMAC

tends to simulate the maximum in April, which is about one
month later than the other models which agree with the mea-
surements. At the Southern Hemisphere sites Wollongong
and Lauder, the maximum predicted by the models between
August and October is not very pronounced in the measure-
ments.
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Fig. 4. Time series of ClONO2 total column abundances in molecules per cm2 at the different sites as measured by FTIR (black dots) and
simulated by SLIMCAT (blue line), KASIMA (red line), SOCOL (green line), EMAC (orange line), and Bremen 2-D model (brown line).

4.3 HF

The two CCMs EMAC and SOCOL do not simulate the at-
mospheric HF content, therefore only the results from the
CTMs KASIMA and SLIMCAT and from the 2-D model can
be compared with the FTIR measurements at the 17 sites.
They show an increase over the largest part of the time range
that weakens in the last few years (Fig.5).

The SLIMCAT model tends to overestimate the HF total
column abundance, while KASIMA on average agrees better
with the measurements. The 2-D model shows a behaviour
very similar to KASIMA apart from some low and midlati-
tude sites (e.g. Toronto, Kitt Peak, Izaña, and La Ŕeunion)
where it tends to underestimate the increase especially in the
1990s (Fig.5). This results in a mean underestimation of the
measured total column abundances by the 2-D model (Ta-
ble3).

The amplitude of the seasonal HF cycle as simulated by
the two CTMs KASIMA and SLIMCAT fits very well to the
one measured by the FTIR spectrometer at most sites (Fig.8).

The annual maximum around March and April in the North-
ern Hemisphere and in October in the Southern Hemisphere
is also represented in the two models. The seasonal cycle
from the 2-D model is very similar to those from KASIMA
and SLIMCAT in the northern polar latitudes, but its ampli-
tude is mostly too weak, especially at the Northern Hemi-
sphere midlatitude sites.

4.4 Summary of the time series comparison

In summary, there is good overall agreement between the
FTIR measurements and the models considered here con-
cerning the increase of the total column abundances of HCl
and ClONO2 until about the mid-1990s, a decrease after-
wards, and on a HF increase that slowly reached a plateau
in the last few years. Also the mean annual cycles derived
from the different datasets are similar.

The SLIMCAT model tends to overestimate the atmo-
spheric content of the three gases and, especially at mid-
latitudes, the amplitude of the seasonal cycle of ClONO2.
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Fig. 5. Time series of HF total column abundances in molecules per cm2 at the different sites as measured by FTIR (black dots) and simulated
by SLIMCAT (blue line), KASIMA (red line), and Bremen 2-D model (brown line).

KASIMA and EMAC tend to underestimate the HCl to-
tal column abundance, while SOCOL and the Bremen
2-D model overestimate it, especially in the Northern
Hemisphere. The 2-D model underestimates the HF increase
at some low and midlatitude sites.

5 Trend method and sensitivity studies

In this section, a short description of the trend calculation
method is given, especially also of the bootstrap method used
to estimate the trend uncertainty. In addition, we investigate
the dependence of the trend result on the type of fit function,
the time period, and on sampling. The first two influenc-
ing factors are analysed using the FTIR measurements, while
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Fig. 6. Annual cycle of HCl at the different sites as determined from the FTIR instruments (black) and simulated by SLIMCAT (blue),
KASIMA (red), SOCOL (green), EMAC (orange), and the Bremen 2-D model (brown). The mean relative monthly means were calculated
by normalising the monthly means with the respective annual mean and then averaging over the period 2000–2009. The error bars of the
FTIR measurements represent the standard deviation.

the sampling influence can be estimated with the help of the
CTM data. The main time period chosen for the trend and
its sensitivity investigations is 2000–2009. This was done
because a continuous decrease is expected for the chlorine
gases and an increase for HF during this time so that a linear

trend fit can be assumed to sufficiently represent the temporal
evolution of the total column abundances. Moreover, nearly
all sites included in this study measured during this time (see
Table1).
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Fig. 7. Annual cycle of ClONO2 at the different sites as determined from the FTIR instruments (black) and simulated by SLIMCAT (blue),
KASIMA (red), SOCOL (green), EMAC (orange), and the Bremen 2-D model (brown). The mean relative monthly means were calculated
by normalising the monthly means with the respective annual mean and then averaging over the period 2000–2009. The error bars of the
FTIR measurements represent the standard deviation.

5.1 Trend determination method

A linear trend function, combined with a Fourier series ac-
counting for the seasonal cycle, is fitted to the time series
using a least squares method. The precision of the fit param-
eters and thus of the trend is determined with the bootstrap
resampling method. This method is only described shortly
here, however, more detailed information can be found for
example inGardiner et al.(2008, and references therein). It
has been used in previous trend studies from FTIR measure-
ments (e.g.,Gardiner et al., 2008; Mikuteit, 2008; Vigouroux
et al., 2008; Kohlhepp et al., 2011). From the main fit to
the data, the differences between fit and data are calculated.
These residuals are then added randomly (with replacement)
to the fit result in order to create a new, artificial data set.
Another fit using the same function as for the real data is
performed on the artificial data set, giving an artificial value

for every parameter, including the trend. This procedure is
applied 5000 times in this study, following the example of
Gardiner et al.(2008). From the 97.5 and 2.5 percentiles of
the resulting 5001 trend values, the 95 % confidence interval
characterising the trend uncertainty can be estimated. The
reason for choosing this method to determine the trend un-
certainty is that it does not assume that the residuals of the
fit to the data are normally distributed. Instead, it only as-
sumes that there are enough data points for the residuals to
sufficiently represent their own distribution. The assumption
of a normal (Gaussian) distribution of the residuals might not
be valid because the fit is not always able to capture the com-
plete annual cycle, e.g. the strong peak in ClONO2 at the
polar sites in spring. The main reason for this is that the peak
does not always occur at exactly the same time of year.

At all sites between 70◦ S and 70◦ N except La Ŕeunion, a
third order Fourier series is used to account for the seasonal
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Fig. 8. Annual cycle of HF at the different sites as determined from the FTIR instruments (black) and simulated by SLIMCAT (blue),
KASIMA (red), and the Bremen 2-D model (brown). The mean relative monthly means were calculated by normalising the monthly means
with the respective annual mean and then averaging over the period 2000–2009. The error bars of the FTIR measurements represent the
standard deviation.

cycle. As also found byGardiner et al.(2008), this approach
represents most time series very well and at the same time
avoids over-fitting the data. But at the sites poleward of 70◦ N
and S, the FTIR measurements are limited by polar night so
that the comparably strong seasonal cycle is only partly rep-

resented in the time series. Similarly, a large part of the sea-
sonal cycle is missing also in the La Réunion data where the
measurements were performed on a campaign basis. This
is why at these sites, for some of the gases, the bootstrap
method together with the third order Fourier series fit did not
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produce reliable results. So finally, only a first order Fourier
series was fitted for all gases measured at these sites in order
to account at least for some seasonal variation.

All trend values in this paper are given in % per year re-
ferring to the linear fit value computed for 1 January 2000,
12:00 UTC.

For HCl and HF, results for all 17 sites are presented, while
for ClONO2, only 12 time series are available (see Table1).
Please note that the measurements at Poker Flat ended in
2004.

5.2 Dependence on the trend calculation approach

In order to estimate the dependence on the type of fit function
used, the trends between 2000 and 2009 were determined by
fitting a linear function only (this approach is called “linear”
from now on) and a linear function combined with a third
or first (see above) order Fourier series (called “standard”)
to the FTIR measurements (Fig.9). Trends were also calcu-
lated by considering the summer and autumn data separately
(June to November and December to May in the Northern
and Southern Hemisphere, respectively), which are assumed
to show less variability, using a simple linear fit function.
This method is called “summer/autumn” or “s/a” from now
on.

At Toronto and La Ŕeunion, the measurements were
started after the year 2000, in 2002 and 2004, respectively.
For Toronto, the dependence on the trend calculation ap-
proach was determined for the time range 2002–2009, while
La Réunion was not considered in this section. There are no
results for ClONO2 at Ny Ålesund displayed in Fig.9. For
the summer/autumn series at this site, the bootstrap method
did not produce reliable results, and both the linear and the
standard procedures led to trend values (10.9 and 6.8 % yr−1,
respectively) much higher than at the other sites so that for
clarity of the majority of the results, the y-range used here
was adapted to them. Analogously, the trend for ClONO2
at Eureka from the linear fit function cannot be displayed
(−7.2 % yr−1), and neither the linear HF trend at Poker Flat
(3.1 % yr−1).

The confidence interval determined with the bootstrap
method is obviously larger for the linear trend alone and the
summer/autumn data only than when a linear function com-
bined with a Fourier series is fitted to all data (Fig.9). This
suggests that the linear function alone does not sufficiently
represent the time series. Also, the time series restricted to
the summer/autumn data naturally contain fewer measure-
ments which is probably the reason for the large error bars
noted in these cases.

The results for HCl from the different trend calculation ap-
proaches agree within their errors at all sites. For ClONO2,
the error bars are larger than those for HCl at most sites.
This can be explained partly by the larger amplitude of the
seasonal cycle of ClONO2 which cannot be completely rep-
resented by the fitting function. In addition, ClONO2 is

Fig. 9. Dependence of the resulting trend (in % per year) on the type
of fitting function, determined from the FTIR measurements of HCl
(top), ClONO2 (mid), and HF (bottom) for the time range 2000–
2009 (except at Toronto where it is 2002–2009, and at Poker Flat it
is 2000–2004). Please note the different y-scales. The results of the
“standard” procedure using a linear function with a third or first or-
der Fourier series are shown in black, those of the “linear” trend cal-
culation in blue and of the linear calculation with summer/autumn
data only (“s/a”) in red. The error bars were determined with the
bootstrap method. Concerning the reasons for missing trend values
please see text.
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difficult to measure and therefore the scatter characterising
the total column time series is larger, too. Apart from Eureka,
Kiruna, and Harestua, the trend results for ClONO2 from the
different approaches agree within errors. The HF trends also
agree within errors except at the polar sites Eureka, Thule,
and Poker Flat.

There are a few possible reasons for the disagreement of
the different trend determination methods at some of the high
latitude sites. Due to the influence of the polar vortex, the
amplitude of the seasonal cycle is very large and therefore es-
pecially the result from fitting the linear function alone very
much depends on the start and end time of year. But also
the Fourier series cannot capture the sometimes strong vari-
ations on a short timescale resulting from the movement of
the polar vortex. In addition, the high-latitude seasonal cy-
cles are not completely represented in the time series because
solar FTIR measurements are not possible during polar night.
Furthermore, at some sites, the time series contain very few
data points for the summer/autumn months, for example the
ClONO2 series from NyÅlesund and Wollongong, and all
three series from Kitt Peak. At Eureka, the DA8 measure-
ments were performed on a (spring and autumn) campaign
basis so that until the installation of the 125HR spectrome-
ter in 2006, there were years with no measurements during
“summer/autumn” at all.

5.3 Dependence on the time period used

In order to investigate the influence of time series length
and the time period chosen, the FTIR trends were calcu-
lated for the three periods 1996–2009, 2000–2009 and 2004–
2009 (Fig.10). The longest period was selected because not
all, but more than half of the stations performed measure-
ments during this time, while only a few did before. The
longer the time series, the smaller the error bars and the bet-
ter the trend estimate is expected to be. During the second
period, all sites except La Ŕeunion and Toronto performed
measurements (see below). From earlier studies, e.g. the
one byRinsland et al.(2003), we expect the inorganic chlo-
rine species total column abundances to have reached their
plateau around 1996–1999 and not to strongly change dur-
ing this time. So the decrease expected due to the Montreal
Protocol may be weaker if these four additional years are
included in the trend calculation. The latest and shortest pe-
riod was included in this study in order to investigate whether
there was a change in the rate of increase (of HF) or decrease
(of HCl and ClONO2) during the last few years.

The approach called “standard” here was used, which
means the fitting function was the linear one with a third
or first order Fourier series (see above) representing the sea-
sonal cycle. The sites where the required time ranges were
not available were not considered in this comparison, except
for Toronto, where the trend with the 2000–2009 colour ac-
tually covers the time range between 2002 and 2009. There
are no trend results for Poker Flat between 2004 and 2009

Fig. 10. Dependence of the resulting trend (in % per year) on the
time period, determined for the FTIR measurements of HCl (top),
ClONO2 (mid), and HF (bottom). Please note the different y-scales.
The fitting function is the linear one with seasonal cycle, which is
called “standard” here. The results for 1996–2009 are shown in
blue, those for 2000–2009 in black (at Toronto, this is 2002–2009,
and at Poker Flat it is 2000–2004) and for the 2004–2009 period
in red. The error bars were determined with the bootstrap method.
Concerning the reasons for missing trend values please see text.
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because the time series end in 2004 (see Table1). In the Kitt
Peak data, there is a large gap around 2006 to 2008 so that
especially the determination of the seasonal cycle between
2004 and 2009 is not possible and the 2004–2009 trends at
this site could not be included either. In the ClONO2 picture
of Fig. 10, the trends for Eureka between 2004 and 2009 and
for Ny Ålesund between 2000 and 2009 are missing because
they are larger than the y-scale (−6.2 and 6.8 % yr−1, respec-
tively). The same is the case for the Wollongong and Mauna
Loa HF trends between 2004 and 2009: they amount to 4.2
and 22.8 % yr−1, respectively.

The shorter the time series, the larger the error bar of the
trend (Fig.10).

In the Northern Hemisphere mid and low latitudes, the
HCl trends tend to be less strongly negative for the period
from 2004 to 2009 than for the two longer periods, but
strongest for 2000 to 2009 at most sites. It must be con-
sidered that six years are not enough to reliably determine
such small trends (see alsoWeatherhead et al., 1998). In the
Southern Hemisphere, no clear signal is detectable.

For HCl and ClONO2, the trends from 1996 to 2009 and
2000 to 2009 agree within errors at most sites. The expected
tendency of a weaker decrease in the chlorine species during
1996–2009 that was discussed above can indeed be found in
the presented results, especially for HCl. It is probably due
to the stratospheric chlorine loading reaching a plateau at the
end of the 1990s and only then slowly starting to decrease.

The reason for the HF trend differing for the three time
periods at most sites is probably that the column abundances
seem to have reached a plateau in the last few years (see
also Fig.5). The trend is strongest and mostly positive for
the longest period, while for the later and shorter periods it
weakens or even becomes negative, especially in the North-
ern Hemisphere.

5.4 Influence of sampling

Due to varying weather conditions at all sites, polar night
and midnight sun, and instrumental failures, the sampling
of the FTIR data points is not regular and some time series
contain gaps. The sampling influence on the trend can be
investigated with the chemistry transport models KASIMA
and SLIMCAT. As they use meteorological analyses to cal-
culate the atmospheric chemistry processes and transport, the
meteorological conditions are assumed to be as close as pos-
sible to reality. Therefore, two different model trends for
HCl, ClONO2, and HF have been determined by fitting a lin-
ear function with a third or first order Fourier series to the
CTM data: one from the complete CTM time series con-
taining one value per day and the other one only from the
days where FTIR measurements have been taken. The pe-
riod chosen for this comparison is again 2000–2009. This
means La Ŕeunion is not included and the trend calculations
for Toronto all start in 2002, while for Poker Flat, they end
in 2004, like in Sect.5.2.

In Fig. 11, the KASIMA (left column) and SLIMCAT
(right column) trends from the complete time series are com-
pared with those from the measurement days only and with
the FTIR results. It is obvious that there are differences in the
trends between the differently sampled time series for both
models. At the same time, it is not easy to quantify this sam-
pling influence. However, at most sites, the influence is not
very strong so that the trends agree within their bootstrap er-
ror bars. The locations where this is not the case are mostly
high latitude sites where due to polar night a large portion
of the relatively strong annual cycle is missing in the mea-
surement time series, or other sites with large measurement
interruptions. At such sites, the error induced by sampling is
obviously not negligible.

5.5 Summary of the FTIR trend dependencies

Especially at locations where the seasonal cycle of the gas
investigated has a large amplitude, the trend results depend
on whether the Fourier series is included in the fit function
or not (Sect.5.2). The linear function alone clearly cannot
sufficiently represent the time series. Selecting only the sum-
mer/autumn data where the variability is expected to be small
does not strongly diminish the confidence intervals. Proba-
ble reasons for this are that at some sites, there are not many
data points left when removing those measured in winter and
spring, and that there is still some variability left in the sum-
mer/autumn time series.

When calculating trends for different parts of the time
series, the shorter the time series, the larger the error bars
(Sect.5.3). The results for the six-year period 2004 to 2009
should be treated cautiously. Still, there is a considerable ten-
dency towards a decrease of the positive HF trend in the last
few years at many Northern Hemisphere measurement sites.

Moreover, as shown in Sect.5.4, a considerable bias may
be induced in the trend results at sites with very irregular
sampling or large gaps in the time series. This must be kept
in mind when trends from FTIR data are compared with those
from model calculations.

It can be concluded that, overall, the agreement between
the different trend determination approaches and the differ-
ent time ranges is good. This means the results are robust.
For the trend determination from models and measurements
in the following (Sect.6), the so-called standard approach
fitting a linear trend with a Fourier series is used because its
error bars are the smallest. The best time period to determine
the trends would of course be the longest one (1996–2009),
but because many sites started measuring after 1996, in order
to ease the comparison or rather to be able to consider more
sites, the period chosen for the model-measurement compar-
ison is 2000–2009.
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Fig. 11. The dependence of the resulting trend (in % per year) on sampling is investigated by comparing trends from the KASIMA data
on all days (left column; red) with those calculated from the model time series on days with FTIR measurements only (orange) and with
the FTIR trends themselves (black). The same comparison is shown for SLIMCAT (right column; blue) and SLIMCAT only on FTIR days
(cyan). Please note the different y-scales. The error bars were determined with the bootstrap method.

6 Comparison of FTIR and model trends

In this section, the trends from the FTIR measurements are
compared with the results from all five models SLIMCAT,
KASIMA, SOCOL, EMAC and the 2-D model (see Fig.12
and Tables4 to 6). For all models, the trends were deter-
mined from all available data, which is one value per day

for KASIMA, SLIMCAT, and EMAC, one every fifth day
for the Bremen 2-D model, and monthly means for SOCOL.
Still, the investigations of Sect.5.4 have to be kept in mind,
showing an influence of the FTIR sampling on the trend re-
sults. The period considered here is 2000 to 2009 and the
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Fig. 12. Comparison of the trends from the FTIR measurements
(black) between 2000 and 2009 (in % per year) with those modelled
by SLIMCAT (blue), KASIMA (red), SOCOL (green), EMAC (or-
ange), and the Bremen 2-D model (brown) for HCl, ClONO2, and
HF. In order not to overload the picture, the bootstrap error bars
for the modelled trends are not shown, only those for the measure-
ments. Concerning the reasons for missing trend values please see
text.

fit function the linear one with seasonal cycle, following the
conclusions of Sect.5.5.

Concerning SOCOL, it must be remembered that the
model time series end in 2004 so that the trends are only

determined from a five-year period. Therefore, the trends
should not be interpreted quantitatively, but they might qual-
itatively reproduce the measured signal.

6.1 HCl

In the Northern Hemisphere mid and high latitudes, all mod-
els except SOCOL underestimate the decrease of HCl, while
in the Southern Hemisphere, they tend to overestimate it
(Fig.12, Table4). This is mostly due to the FTIR trends indi-
cating a stronger decrease in the Northern Hemisphere than
in the Southern Hemisphere and most models not showing a
difference between the hemispheres at all. The only model
simulating slightly different trends is KASIMA, but its signal
is opposite to the FTIR one with relatively stronger negative
trends at the Southern Hemisphere sites. SOCOL overesti-
mates the decreasing trend in the mid and high latitudes in
both hemispheres but underestimates it at some sites in the
Northern Hemisphere tropics. The tendency towards a rela-
tively weaker decrease in the lower latitudes than everywhere
else can also be found in KASIMA and SLIMCAT and corre-
sponds to the results from the measurements. EMAC shows
the opposite signal and the 2-D model none.

6.2 ClONO2

The ClONO2 trends of models and measurements do not
agree as well as the HCl results and also show stronger latitu-
dinal dependencies (Fig.12, Table5). In the Northern Hemi-
sphere, all models except SOCOL underestimate the relative
decrease seen in the FTIR measurements, as for HCl. The
FTIR trends are stronger in polar and low latitudes than in
the midlatitudes. An increasingly negative trend towards the
north pole can also be seen in all models apart from the 2-D
model. One should keep in mind that the measured Eureka
ClONO2 trends might be influenced by the bias between the
two different line lists used, which is described in Sect.2.1.
In the Southern Hemisphere, for Wollongong the models un-
derestimate the decrease seen in the measurements, while
above Lauder, the FTIR trend is weaker than the models
simulate. The measured ClONO2 trend is positive above
Arrival Heights and becomes increasingly negative towards
lower latitudes. The EMAC results behave qualitatively sim-
ilar there, while the other models show no clear signal.

6.3 HF

Of the three models which actually simulate HF, the 2-D
model shows the weakest increase, which does not vary
strongly with latitude (Fig.12, Table 6). KASIMA and
SLIMCAT agree well on a positive trend at all sites, with
the highest values in the Northern Hemisphere low latitudes,
at Mauna Loa and Izãna. In the Southern Hemisphere, none
of the models shows a distinct latitudinal dependency, while
the FTIR results suggest that the increase weakens towards
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Table 4. HCl trend in % per year between 2000 and 2009, calculated by fitting a linear function combined with a first (sites poleward of 70°)
or third order Fourier series to the data. The error bars were determined with the bootstrap method.

Measurement site FTIR KASIMA SLIMCAT 2-D model EMAC SOCOL

Eureka −0.87± 0.42 −0.63± 0.09 −0.64± 0.15 −0.84± 0.03 −0.95± 0.12 −1.86± 0.82
Ny Ålesund −0.81± 0.23 −0.50± 0.10 −0.46± 0.15 −0.84± 0.03 −1.08± 0.12 −1.41± 0.96
Thule −1.21± 0.31 −0.61± 0.09 −0.53± 0.15 −0.84± 0.03 −0.94± 0.12 −1.61± 0.85
Kiruna −1.05± 0.36 −0.41± 0.10 −0.42± 0.16 −0.83± 0.02 −0.96± 0.12 −1.62± 0.86
Poker Flat −1.56± 0.64 −0.46± 0.09 −0.63± 0.11 −0.83± 0.02 −0.90± 0.09 −1.87± 0.60
Harestua −0.44± 0.40 −0.43± 0.10 −0.59± 0.15 −0.83± 0.03 −0.90± 0.10 −1.65± 0.73
Zugspitze −0.63± 0.19 −0.34± 0.08 −0.61± 0.13 −0.85± 0.02 −0.91± 0.09 −1.87± 0.56
Jungfraujoch −0.98± 0.16 −0.34± 0.07 −0.64± 0.12 −0.86± 0.02 −0.93± 0.09 −1.80± 0.56
Toronto −1.22± 0.37 −0.22± 0.11 −0.34± 0.19 −0.80± 0.02 −1.08± 0.15 −0.03± 1.44
Tsukuba −1.00± 0.25 −0.48± 0.07 −0.73± 0.16 −0.89± 0.02 −0.93± 0.10 −0.30± 0.56
Kitt Peak −1.03± 0.53 −0.42± 0.06 −0.62± 0.12 −0.90± 0.03 −0.95± 0.09 −1.75± 0.38
Izaña −0.66± 0.15 −0.37± 0.06 −0.53± 0.12 −0.91± 0.04 −0.87± 0.08 −1.48± 0.39
Mauna Loa −0.39± 0.19 −0.03± 0.05 −0.35± 0.11 −0.90± 0.03 −1.22± 0.06 0.18± 0.72
Wollongong −0.55± 0.16 −0.95± 0.05 −0.74± 0.13 −0.87± 0.02 −0.96± 0.09 −1.26± 0.50
Lauder −0.60± 0.21 −0.96± 0.07 −0.79± 0.12 −0.85± 0.02 −0.97± 0.09 −1.78± 0.67
Arrival Heights −0.36± 0.67 −1.09± 0.08 −0.74± 0.13 −0.97± 0.15 −0.87± 0.09 −1.32± 1.26

Table 5. ClONO2 trend in % per year between 2000 and 2009, calculated by fitting a linear function combined with a first (sites poleward of
70°) or third order Fourier series to the data. The error bars were determined with the bootstrap method.

Measurement site FTIR KASIMA SLIMCAT 2-D model EMAC SOCOL

Eureka −4.56± 0.78 −1.18± 0.19 −0.83± 0.25 −1.21± 0.10 −1.75± 0.16 −3.37± 2.87
Ny Ålesund 6.79± 5.01 −1.03± 0.20 −0.62± 0.26 −1.20± 0.08 −1.59± 0.17 −1.84± 3.07
Thule −3.58± 1.04 −1.28± 0.18 −0.94± 0.25 −1.20± 0.07 −1.77± 0.16 −3.37± 2.46
Kiruna −1.45± 0.95 −0.91± 0.16 −0.71± 0.24 −1.19± 0.04 −1.05± 0.17 −1.62± 2.36
Harestua −0.07± 0.52 −1.05± 0.14 −0.80± 0.21 −1.21± 0.03 −1.01± 0.16 −2.73± 1.58
Zugspitze −1.37± 0.52 −0.90± 0.12 −0.02± 0.24 −1.24± 0.05 −1.16± 0.15 −3.42± 0.62
Jungfraujoch −1.44± 0.33 −0.90± 0.12 −0.06± 0.22 −1.25± 0.05 −1.16± 0.15 −3.30± 0.61
Kitt Peak −2.53± 1.16 −0.86± 0.08 −0.21± 0.18 −1.31± 0.05 −1.14± 0.12 −2.89± 0.67
Izaña −2.86± 0.67 −0.72± 0.10 0.19± 0.16 −1.33± 0.08 −1.14± 0.10 −2.14± 0.66
Wollongong −2.18± 0.60 −1.47± 0.07 −0.96± 0.16 −1.25± 0.04 −1.54± 0.11 −1.46± 0.92
Lauder −0.35± 0.46 −1.61± 0.09 −0.59± 0.20 −1.22± 0.05 −1.18± 0.16 −2.21± 0.74
Arrival Heights 0.99± 0.76 −1.65± 0.20 −1.11± 0.26 −0.84± 0.82 −0.52± 0.23 −1.54± 3.71

the pole. At the Northern Hemisphere sites, the measure-
ments show a much weaker increase of HF than KASIMA
and SLIMCAT, at some sites even a decrease.

7 Discussion

Total column abundances of HCl, ClONO2, and HF were
determined from FTIR measurements at 17 sites between
80.05◦ N and 77.82◦ S and compared to the calculations of
five different models with focus on the time period 2000–
2009. Different aspects should be considered and discussed
before the trends calculated from the FTIR measurements
and model data for this study are interpreted and compared.

The offset in the absolute values between models and mea-
surements seen in Sect.4 is assumed to be constant in time

and sufficiently small so that it does not strongly influence
the trend result.

In contrast, the FTIR trends depend on whether or not a
Fourier series is incorporated in the fitting function to ac-
count for the seasonal cycle, although the different results
mostly agree within their errors (Sect.5.2). Because the
seasonal cycle of the investigated gases is very pronounced,
especially in polar regions, and the time series considered
are not very long, the trends calculated without including the
Fourier series depend on the start and end time of year.

When the FTIR data are restricted to a period with less
variability, in this case summer and autumn (corresponding
to June to November in the Northern and December to May
in the Southern Hemisphere), the error bars are quite large
so that an agreement with the trends from the complete time
series is found at most of the sites (Sect.5.2). One reason
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Table 6. HF trend in % per year between 2000 and 2009, calculated by fitting a linear function combined with a first (sites poleward of 70°)
or third order Fourier series to the data. The error bars were determined with the bootstrap method.

Measurement site FTIR KASIMA SLIMCAT 2-D model

Eureka −0.56± 0.69 0.76± 0.11 0.79± 0.11 0.23± 0.03
Ny Ålesund 0.61± 0.70 0.85± 0.10 0.93± 0.11 0.23± 0.03
Thule −1.11± 0.54 0.74± 0.11 0.83± 0.11 0.22± 0.03
Kiruna 0.61± 0.42 0.94± 0.12 0.96± 0.15 0.22± 0.04
Poker Flat 1.54± 1.18 1.22± 0.11 1.41± 0.15 0.21± 0.04
Harestua −0.02± 0.54 0.93± 0.12 0.93± 0.16 0.19± 0.03
Zugspitze 0.95± 0.32 1.10± 0.10 1.24± 0.16 0.14± 0.05
Jungfraujoch 0.48± 0.25 1.11± 0.10 1.22± 0.15 0.14± 0.05
Toronto −0.04± 0.61 1.04± 0.14 1.45± 0.25 0.00± 0.05
Tsukuba 0.31± 0.34 0.96± 0.08 1.00± 0.19 0.09± 0.04
Kitt Peak 0.55± 0.68 1.20± 0.07 1.27± 0.15 0.08± 0.04
Izaña 0.92± 0.21 1.43± 0.07 1.66± 0.15 0.06± 0.06
Mauna Loa 0.43± 0.30 2.32± 0.09 2.11± 0.15 0.03± 0.05
Wollongong 1.61± 0.31 0.80± 0.07 1.15± 0.15 0.14± 0.04
Lauder 1.07± 0.28 0.81± 0.08 1.27± 0.15 0.19± 0.04
Arrival Heights 0.68± 0.58 1.14± 0.10 1.38± 0.09 0.26± 0.04

for the large error bars is probably that there is still some
variability left in the summer data. Furthermore, some of
the time series contain only few data points during this time
of year probably due to the weather conditions and because
at some sites, the measurements have been performed on a
campaign basis.

All FTIR sites taking part in this study except La Réunion
and Toronto started operation before the year 2000. This
is why for the more thorough investigation, the time period
2000 to 2009 was chosen so that nearly all measurement time
series have the same length. Of course, the error bars for
the longer period between 1996 and 2009 are usually smaller
when compared for the sites where operation was started be-
fore or in 1996 (Sect.5.3). The trends calculated for the
six-year period 2004 to 2009 are probably not significant in
terms ofWeatherhead et al.(1998). As discussed byWeath-
erhead et al.(1998), the length of a time series necessary to
determine a certain trend depends on the magnitude of the
expected trend, the standard deviation, and the autocorrela-
tion of the time series. The trends expected here are quite
small and the standard deviations quite large, especially in
polar regions, where the Fourier series does not fully capture
the amplitude of the seasonal cycle, especially for ClONO2.
The autocorrelation is not easy to determine because the time
series are not continuous.

Still, when comparing the trends from models and mea-
surements, it must be considered that the time ranges do not
always agree exactly, especially for Poker Flat whose mea-
surement series ends in 2004, and for Toronto where the
trends from 2002–2009 are compared with those for 2000–
2009 from the other sites. Concerning the models, the time
series from SOCOL ends in 2004, and the one from the 2-
D model in 2008 for all species at all sites. Moreover, in

contrast to the model output, the sampling of the FTIR data
is not regular because the instrument needs clear sky condi-
tions and the sun above the horizon so that it cannot measure
in cloudy weather and during polar night.

The trends determined for HCl and ClONO2 (roughly
around−1 to −2 % yr−1) agree very well with those pre-
sented by theWMO (2011) for the stratospheric inorganic
halogen abundance (EESC = Equivalent Effective Strato-
spheric Chlorine) estimated from tropospheric measurements
of ozone-depleting substances. This EESC was calculated
from the chlorine- and bromine-containing source gases by
accounting for the transport time to the stratosphere and con-
sidering the dependency of the fractional release values on
the mean age-of-air (Newman et al., 2007). A decrease of
midlatitude EESC of 11 % between the peak in 1997 and
2008 is reported by theWMO (2011) corresponding to a
trend of about−1 % yr−1. The peak in the Antarctic polar
vortex occurred later, in 2002. Until 2008, the EESC abun-
dance decreased by about 5 % there (WMO, 2011) which
corresponds to a trend of about−0.8 % yr−1. This slightly
weaker decrease in the southern high latitudes cannot be seen
clearly in the FTIR measurements analysed and presented
here. Two models (EMAC and the 2-D model) show this
tendency towards weaker ClONO2 and EMAC also towards
weaker HCl trends when approaching the south pole for the
2000–2009 trends (Sect.6).

The present study is also able to confirm the results of
many other preceding investigations on stratospheric inor-
ganic chlorine and fluorine measurements. The stabilisation
of the stratospheric HCl content at the end of the 1990s de-
scribed in Sect.4.1 was already seen for example byCon-
sidine et al.(1999), Rinsland et al.(2003), andNewchurch
et al. (2003). Also the subsequent negative trend in the
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stratospheric chlorine abundance was reported before by
other studies. For example,Lary et al. (2007) found a de-
crease towards the end of their study in which they analysed
a stratospheric Cly time series between 1991 and 2006 that
was created from a combination of many different (mainly
satellite) measurements. For HCl, a trend was estimated
from measurements made by the MLS (Microwave Limb
Sounder) instrument aboard the Aura satellite between 50
and 65 km height and 60° S and 60° N byFroidevaux et al.
(2006). They reported a decrease in the volume mixing ra-
tio of (-0.78±0.08)% yr−1 between August 2004 and January
2006. This value also agrees very well with those found
in the present study. A similar result for HCl was pub-
lished byJones et al.(2011) who combined HALOE (Halo-
gen Occultation Experiment) data with ACE-FTS (Atmo-
spheric Chemistry Experiment Fourier Transform Spectrom-
eter) results between 35 and 45 km to form a time series of
HCl from 1993 to 2008. They found a significantly nega-
tive trend of about−5.1 % decade−1 to −5.8 % decade−1 for
the time period 1997–2008, depending on latitude. Mea-
surements with the McMath-Pierce solar telescope on Kitt
Peak (Arizona, US) showed a slightly larger decrease of the
HCl total column abundance of (−1.8±0.4)% yr−1 between
1997 and 2007 (Wallace and Livingston, 2007). Concern-
ing the HF total column abundance, a strong increase of
(10.9±1.1)% yr−1 above Kitt Peak between 1977 and 1990
was reported byRinsland et al.(1991). It weakened dur-
ing the 1990s so that the trend for the period 1977–2001
amounted to (4.30±0.15)% yr−1 only (Rinsland et al., 2002).
A leveling-off could be seen byZander et al.(2008) above
Jungfraujoch around 2003–2004. This agrees very well with
the results of the present study at some of the northern hemi-
sphere sites, where the HF trends are much weaker for the
period 2004–2009 than for 2000–2009 and 1996–2009, or
even negative (Sect.5.3).

Part of the discrepancy between the modelled trends can
be explained by the different halocarbon scenarios used in the
simulations. Considering a time shift of a few years due to
the transport of CCly and CFy from the surface to the strato-
sphere, the weakest chlorine decrease in 2000–2009 would
be expected from theWMO (2007) Ref 2 scenario used by
KASIMA and the 2-D model (Fig.1). KASIMA indeed at
most sites shows the weakest decrease in HCl and ClONO2,
along with SLIMCAT (Fig.12 and Tables4 and5). In con-
trast, the 2-D model shows a stronger decrease than expected
from the scenario. Above most of the measurement sites,
also EMAC and SOCOL show stronger HCl and ClONO2
decreases than expected from the surface halocarbon sce-
narios they used. For HF, the 2-D model calculated much
weaker increases than KASIMA and SLIMCAT did (Fig.12
and Tab.6). This cannot be explained by the different sce-
narios because as already mentioned, KASIMA and the 2-
D model used the same one. A possible reason for a part
of this discrepancy in the HF trends is the fact that the 2-
D model does not treat all halogen-containing species ex-

plicitly (please see Sect.3.1). Instead, the mixing ratios of
some are added proportionately to those of others with sim-
ilar lifetimes by considering the number of chlorine atoms.
But this means that for some gases, the contained amount
of fluorine is not represented correctly so that very roughly
about 50 pptv are missing in the surface CFy mixing ratio.
As the missing amount of CFy increases with time, the trend
of the HF total column abundance is expected to be slightly
too small in the 2-D model.

The trends of HCl, ClONO2, and HF between 2000
and 2009 have been examined with respect to differences
between the hemispheres (Sect.6). The FTIR measure-
ments suggest a stronger decrease of HCl and ClONO2 in
the Northern Hemisphere than in the Southern Hemisphere,
while the models, except KASIMA, do not show a hemi-
spheric dependency. However, the KASIMA signal is in-
verse to the FTIR one: the relative decrease is stronger in the
Southern Hemisphere. According to the measurements, the
HF total column abundances in the Southern Hemisphere still
increase while the sites in the Northern Hemisphere show
a more differentiated picture. There are some with positive
trends as well, especially in the low latitudes, but also some
without a significant trend. In the high latitudes, there are
two sites showing a negative trend. This tendency towards
a HF stabilisation or even decrease in the Northern Hemi-
sphere in the last few years is also visible in other FTIR time
series for the later and shorter period 2004–2009 (Sect.5.3).
In contrast, the models show a more or less strong increase of
HF at all locations without a discernible difference between
the hemispheres.

At some sites, the trends of HCl and ClONO2 show sig-
nificant discrepancies in magnitude (Sect.6). This was al-
ready described byKohlhepp et al.(2011) for Kiruna and
in the SPARC CCMVal(2010) report for the Jungfraujoch.
In Kiruna, the trends between 1996 and 2009 of these two
gases differ by about a factor of four both for the FTIR mea-
surements and the KASIMA model calculations (Kohlhepp
et al., 2011). When extending this investigation for Kiruna
by the other 16 sites and four models in the present study, a
latitudinal dependency of the difference can be found in the
FTIR measurements in the Northern Hemisphere. In the low
and high latitudes, ClONO2 decreases much faster than HCl,
while in the midlatitudes, it decreases only slightly faster.
Concerning the difference between high and midlatitudes,
EMAC and SOCOL and to a certain degree also SLIMCAT
show a similar signal, while the other models do not show
a distinct latitudinal dependency but a slightly stronger de-
crease of ClONO2 at all sites.

8 Conclusions

There is an overall agreement between the models and mea-
surements in a decrease of HCl and ClONO2 during the pe-
riod 2000–2009, as is expected from the ban or restrictions
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on the production of the anthropogenic chlorine source gases
(e.g. CFCs and HCFCs) in the Montreal Protocol and its
amendments and adjustments. Because fluorine emission is
not explicitly restricted, the HF total column abundances are
expected to be still increasing, which can be seen especially
in the model simulations. The measurements also confirm
this, but suggest a stabilisation of HF in the last few years, at
least in the Northern Hemisphere.

The models tend to underestimate the decrease seen in
the HCl and ClONO2 measurements in the Northern Hemi-
sphere and to overestimate it in the Southern Hemisphere.
Analogously, they tend to overestimate the increase of HF
in the Northern Hemisphere. The FTIR trend results depend
both on hemisphere and on latitude, while the models do not
show distinct differences between the hemispheres, but most
of them simulate a dependency on latitude.

Supplementary material related to this article is
available online at: http://www.atmos-chem-phys.net/12/
3527/2012/acp-12-3527-2012-supplement.pdf.
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L., Hoor, P., Kerkweg, A., Lawrence, M. G., Sander, R., Steil,
B., Stiller, G., Tanarhte, M., Taraborrelli, D., van Aardenne, J.,
and Lelieveld, J.: The atmospheric chemistry general circulation
model ECHAM5/MESSy1: consistent simulation of ozone from
the surface to the mesosphere, Atmos. Chem. Phys., 6, 5067–
5104,doi:10.5194/acp-6-5067-2006, 2006.

Kagawa, A., Kasai, Y., Jones, N. B., Yamamori, M., Seki, K., Mur-
cray, F., Murayama, Y., Mizutani, K., and Itabe, T.: Charac-
teristics and error estimation of stratospheric ozone and ozone-
related species over Poker Flat (65◦ N, 147◦ W), Alaska observed
by a ground-based FTIR spectrometer from 2001 to 2003, At-
mos. Chem. Phys., 7, 3791–3810,doi:10.5194/acp-7-3791-2007,
2007.

Kinnersley, J. S.: The climatology of the stratospheric THIN AIR
model, Q. J. Roy. Meteorol. Soc., 122, 219–252, 1996.

Kohlhepp, R., Barthlott, S., Blumenstock, T., Hase, F., Kaiser, I.,
Raffalski, U., and Ruhnke, R.: Trends of HCl, ClONO2, and HF
column abundances from ground-based FTIR measurements in
Kiruna (Sweden) in comparison with KASIMA model calcula-

tions, Atmos. Chem. Phys., 11, 4669–4677,doi:10.5194/acp-11-
4669-2011, 2011.

Kouker, W., Langbein, I., Reddmann, T., and Ruhnke, R.:
The Karlsruhe Simulation Model of the Middle Atmosphere
(KASIMA), Forschungszentrum Karlsruhe, Germany, Version 2,
FZK Report 6278, 1999.

Lait, L., Newman, P., and Schoeberl, R.: Using the God-
dard Automailer, available at:http://code916.gsfc.nasa.gov/
Dataservices, 2005.

Lary, D. J., Waugh, D. W., Douglass, A. R., Stolarski, R. S., New-
man, P. A., and Mussa, H.: Variations in stratospheric inor-
ganic chlorine between 1991 and 2006, Geophys. Res. Lett., 34,
L21811,doi:10.1029/2007GL030053, 2007.

Mahieu, E., Duchatelet, P., Demoulin, P., Walker, K. A., Dupuy,
E., Froidevaux, L., Randall, C., Catoire, V., Strong, K., Boone,
C. D., Bernath, P. F., Blavier, J.-F., Blumenstock, T., Cof-
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An update of the former version of the database and software for the calculation of CO2–

air absorption coefficients taking line-mixing into account [Lamouroux et al. J Quant
Spectrosc Radiat Transf 2010;111:2321] is described. In this new edition, the data sets
were constructed using parameters from the 2012 version of the HITRAN database and
recent measurements of line-shape parameters. Among other improvements, speed-
dependent profiles can now be used if line-mixing is treated within the first order
approximation. This new package is tested using laboratory spectra measured in the
2.1 μm and 4.3 μm spectral regions for various pressures, temperatures and CO2 concen-
tration conditions. Despite improvements at 4.3 μm at room temperature, the conclusions
on the quality of this update are more ambiguous at low temperature and in the 2.1 μm
region. Further tests using laboratory and atmospheric spectra are thus required for the
evaluation of the performances of this updated package.

& 2014 Elsevier Ltd. All rights reserved.
1. Introduction

It is now well known that obtaining accurate retrieval
of CO2 atmospheric amounts in the Earth's atmosphere
from ground-based (TCCON [1]) or satellite-based instru-
ments (OCO-2 [2,3], GOSAT [4]) requires [5] one to take line-
mixing (LM) effects [6] into account. For example, OCO-2
aims to quantify and map the CO2 sources and sinks.
Achieving this goal requires a precision better than 0.3%
[7] on the spectra calculation, placing strong constraints on
.fr (J.-M. Hartmann).
the theoretical models and spectroscopic and line-shape
parameters used. In the 1.6 μm and 2.1 μm regions retained
by GOSAT and OCO-2, LM essentially affects the troughs
between the (P and R) lines with significant effects on the
retrieved CO2 amounts for optically thick paths [5]. The
spectral modifications due to LM are even stronger in Q
branches (e.g. [8,9], and those therein) with various con-
sequences for retrievals of atmospheric state parameters (e.g.
[6,10–12]). It is thus obvious that, since line mixing affects
most regions of CO2 spectra this process must be accurately
modeled for numerous remote sensing applications.

A first update [13] of the LM database and software of
[14] was made based on spectroscopic parameters taken
from the HITRAN 2008 [15] and the CDSDs [16,17]
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Table 1
Spectra ranges, total and CO2 pressures (in hPa), and temperature (in K)
used for each measurement. The numbers between parentheses repre-
sent the absolute uncertainty in the units of the last digit quoted.
The uncertainty on the pressure is conservatively set to 0.5% of reading.
Peak-to-peak variations of the total pressure during the recording of the
spectra were 10 to 25 times smaller.

Region P(CO2) P(total) T

2200–2420 cm�1 10.08 (5) 1043 (5) 295 (1)
5.18 (3) 1091 (5) 295 (1)

2.504 (13) 1015 (5) 295 (1)
5.28 (3) 1011 (5) 223 (2)

2.425 (12) 1009 (5) 223 (2)
1.299 (6) 1009 (5) 223 (2)

4760–4921 cm�1 14.41 (7) 977 (5) 291 (1)
10.12 (5) 974 (5) 291 (1)
7.05 (3) 973 (5) 291 (1)
4.00 (2) 975 (5) 291 (1)
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databases. It included previously missing line-shape para-
meters (air-induced pressure shifts, broadening coefficients
by H2O and their temperature dependence, isotopologue
dependence, etc). The resulting package is included in the
HITRAN 2012 [18] database and has been widely used for
atmospheric remote sensing [11,19–25]. However, although
bringing [5] large improvements over calculations neglect-
ing LM effects in the R and P branches of Σ�Σ bands, it still
does not always reach [20] the better than 0.3% targeted
accuracy. This may result from several limitations of the
data and model used. Firstly, the speed dependence of the
pressure-broadening (and pressure-shifting) coefficients
was disregarded, an approximation now known to have
non-negligible consequences [26–31]. Note that many other
subtle effects on the line shape may occur for which
numerous models have been proposed [6]. Nevertheless,
as far as CO2 (in air) is considered, the speed-dependent
line-mixing [32] is the only one that can be implemented
for large scale spectra calculations due to missing data for
the other models. Secondly, a priori approximate CO2–air
line-broadening coefficients [33] were used that can now be
replaced using recent experimental determination [26–28].
Thirdly, the vibrational dependence of the broadening
coefficients and the self-broadening were not taken into
account. The study of Ref. [20] indicates that addressing
some of these limitations may bring improvements.

The present paper describes a new package, con-
structed using HITRAN 2012 and laboratory measurements,
in which these previous limitations are fixed and the line
positions and intensities are updated. For the test of this
new package, measurements have been made for CO2–air
mixtures in the 2.1 μm and 4.3 μm spectral regions, at 223 K
and room temperature. The remainder of this paper is
divided as follows. Section 2 describes the experiments
while the updates of the spectroscopic parameters and
software are presented in Section 3. The tests of the new
package using the laboratory spectra are presented and
discussed in Section 4. The article ends with an overall
discussion and concluding remarks in Section 5.

2. Experiments

2.1. Measurements at 4.3 μm

Unapodized transmission spectra of CO2 (with natural
isotopic abundances) diluted in air at room temperature,
stabilized by an air-conditioning system, and at 223 K have
been recorded between 2200 and 2420 cm–1 at the Uni-
versité Libre de Bruxelles, at a resolution of 0.01 cm–1

(maximum optical path difference of 90 cm), using a
Bruker IFS 120 to 125 h upgraded Fourier transform
spectrometer. The instrument was fitted with a Tungsten
source, an entrance aperture diameter of 1.70 mm (at
room temperature) or 1.30 mm (at 223 K), a CaF2 beams-
plitter, a band-pass filter with a transmission range of
about 2010–2450 cm–1 and a 77 K InSb detector. The CO2

(99.8% stated purity) and dry air samples were purchased
from Sigma Aldrich. Mixtures of CO2 with air were directly
prepared in the 19.770.2 cm long double-jacketed stain-
less steel absorption cell used, fitted with CaF2 windows
and located inside the evacuated spectrometer. Sample
pressures were measured using two MKS Baratron gauges
model 690A, of 1000 and 10 Torr full-scale ranges. At
223 K, the temperature of the cell was stabilized using a
constant flow of methanol cooled by an external NESLAB
model ULT-80 cryostat. The total and CO2 pressures, and
temperatures are listed in the upper part of Table 1. At
room temperature, the temperature of the cell was mea-
sured using two TSic 301 sensors (IST Innovative Sensor
Technology; stated accuracy 70.3 K in the 10–90 1C
range) fixed on the outer cell wall. The temperature of
the cold cell was measured using line intensities in the 2–0
band of 12C16O (Matheson), recorded twice at the same
conditions as the CO2þair recording. Transmittances were
generated for all the spectra using empty cell spectra
recorded at the same instrumental conditions, except for
the resolution set to 0.1 cm–1, before and after the CO2þair
spectra. The spectra were calibrated by matching to
HITRAN 2008 [15] about 40 line positions in the ν3 band
of 12C16O2, measured in low pressure (�0.007 hPa) spectra
of carbon dioxide recorded at the same instrumental
conditions as the CO2þair spectra and interpolated 8
times, with RMS deviations �5–7�10–5 cm–1.

2.2. Measurements at 2.1 μm

Four spectra were recorded with the Connes' type FTS
[34] built at GSMA [35,36]. This instrument has a 3-m
maximum optical path difference that corresponds to a
non-apodized resolution of 0.0017 cm�1. All the spectra
were recorded with the following optical setup: a Tung-
sten source, a SiO2 beamsplitter, some lenses and windows
in BaF2 and two InSb detectors to improve the signal to
noise ratio and to reject signal fluctuations of the source.
We used a optical filter ahead each detector to select the
recording spectral range. A 50-m long White cell [37]
coupled to the FTS has been used to achieve a path length
of 1603.570.8 m, recording absorption path length meters.
During all recordings the FTS was maintained under
vacuum and the pressure and temperature of the gas inside
the cell were continuously monitored. Pressures were
measured with two MKS Baratron capacitance manometers
and temperature was measured with platinum-resistance
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thermometers placed on the absorption cell. The FTS's room
was air-conditioned and we did not observe any variation of
temperature during the recordings. To ensure stabilization
of gas pressures and temperatures, spectra were recorded
several hours after filling the gases into the absorption cell
(first CO2 and then air) to make the mixture. The experi-
mental conditions for the four spectra, recorded between
4760 and 4921 cm–1 are given in Table 1.
3. Update of the line-mixing database and software

The structures of the present updates of the database
and associated software are quite similar to the previous
ones [13]. No changes were made to the Energy Corrected
Sudden approximation model [38,39] used for the calcula-
tions of the line-mixing relaxation matrix. However sev-
eral fields were added in the spectroscopic data files and
new subroutines were built in order to take the speed
dependence (SD) of the broadening coefficients into
account. Consequently the software is not compatible with
the former versions of the database and vice versa. Note, all
narrowing of spectral line is attributed to speed-dependent
collisional broadening and Dicke narrowing is not consid-
ered. This approximation is valid for the pressures consid-
ered in this study for which the Lorentz width is much
larger than the Doppler one. Besides there is, to our
knowledge, no self-consistent and sufficiently complete
set of data to calculate Dicke narrowed speed-dependent
CO2 line shapes.
3.1. Update of the database

As before [13,14], there is a spectroscopic file (or two in
the case of asymmetric isotopologues [14]) for each band of
each isotopologue. This file provides, together with new data,
the same information as the HITRAN 2012 database, the
parameters effectively used being, for each line: the position
σ0, the intensity S (at 296 K), the lower state energy E″, the
rotational level identification J0 and J″, the air-broadening
coefficient airγVoigt (at 296 K) and its temperature depen-

dence exponent nair, and the air-induced line shift airδVoigt

(at 296 K). Note that airγVoigt and
airδVoigt must be used with a

Voigt profile. In addition to these, the spectroscopic data files
provide, as before [13], the self-broadening coefficient
CO2 γVoigt (at 296 K), the broadening coefficient H2OγVoigt of

CO2 lines by H2O (at 296 K) and its temperature depen-
dence exponent nH2O. The new parameters provided by
this update are the temperature dependence of the self-
broadening coefficient, and the speed-dependent broad-
ening coefficient by air ðairγ0SDV Þ, CO2 ðCO2 γ0SDV Þ, water

ðH2Oγ0SDV Þ, and the ratios XαSDV ¼ Xγ2SDV=
Xγ0SDV (both at

296 K) describing the speed dependence of the broadening
coefficients through [40]

Xγ ðvÞ ¼ Xγ0SDV 1þXαSDV
v
~v

� �2
�3
2

� ��
;

�
ð1Þ

where X is the collisional partner (i.e. air, CO2 or H2O) and v

and ~v are the speed and the mean speed respectively.
Obviously, these broadening coefficients and ratios must
be used with speed-dependent profiles.

The values of σ0, S, E″, J0 and J″, nair and CO2 γSDV (see
discussion below on the broadening parameters in HITRAN
2012) were directly taken from the HITRAN 2012 database
but not those of airδVoigt ;

CO2γVoigt and airγVoigt . For
airδVoigt ,

we have generated their values as described in [41]
because comparisons with measurements (as done in
[41]) show that better agreement is obtained than with
the HITRAN values. Regarding the self- and air-broadening
coefficients in HITRAN, they have been calculated as
described in [42–44] using intermolecular potential para-
meters adjusted in order to reproduce the speed-
dependent Voigt (SDV) values of Devi et al. [45]. They
thus do not correspond to airγVoigt and

CO2γVoigt , as would be

expected according to the database choices and descrip-
tion, but to airγ0SDV and CO2γ0SDV . Due to this inconsistency,
we chose to build new sets of broadening coefficients
(except for CO2γ0SDV ), following the following procedure.

First, the values of airγ0SDV have been generated at 296 K
by averaging the measurements of Refs. [26,27] and [28]
for the 30012-00001 and 30013-00001 bands up to rota-
tional quantum numbers of J″E50. The measured values
above J″E50 were not considered due to the large scatter
on the various measurements. Inter comparisons of the
air-broadening coefficients of these references yield an
estimated uncertainty of 0.5%. In order to extend the set to
higher J″ values, the measurements of Ref. [46], made for
the 00011-00001 band and analyzed with a Voigt profile,
have been used. After scaling (by a factor of 1.033) in order
to obtain agreement with the first set for J″o50, they
provide values of airγ0SDV up to J″E80. In the absence of any
measurement for higher rotational quantum numbers,
Complex Robert–Bonamy calculations [42] have been used
up to J″E130 after a proper scaling to insure the con-
tinuity of the values with J″. The final set was then
smoothed and interpolated as a function of J″þ J0. The
value of airαSDV was fixed to the average of the values given

in [26,27] ðairαSDV ¼ 0:11Þ and was considered temperature
and vibrationally independent due to lack of data. Note
that, according to [26,27] there seems to be a line-to-line
dependence of airαSDV (between 0.08 and 0.15 for J″
between 0 and 60) but, the latter being moderate and
having second order consequences on calculated spectra, it
was neglected. At this step we thus have a complete set of
SDV parameters [i.e., airγ0SDV ð296KÞ and airαSDV , see Eq. (1)]
for 16O 12C16O–air transitions of the 3ν1þν2 band at 296 K.
These values of airγ0SDV are plotted in Fig. 1 vs J0 þ J″ for each
J0’J″ rotational transition together with the measure-
ments used to generate them and the HITRAN 2012
air-broadening coefficients. As can be seen, the scaled
measurements of [46] are in good agreement with the
other experimental determinations [26–28] at low and
intermediate J0 þ J″. This validates the procedure used for
the generation the values for high rotational quantum
numbers. However, after scaling the measurements of [46]
(and our final set of values) disagree with the data in HITRAN
for J0 þ J″ greater than 80, the disagreement reaching about



Fig. 1. Comparison of the generated (see text) speed-dependent Voigt
air-broadening coefficients airγ0SDV (black line) with the HITRAN 2012 [18]
data (magenta line) and the measurements of [46] (multiplied by 1.033)
(open green circles), [28] (solid blue squares) and [26,27] (open red
triangles). The broadening coefficients for both the 30012 and 30013
bands are shown for these two last references. (For interpretation of the
references to color in this figure legend, the reader is referred to the web
version of this article.)
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5% for J″ around 80. Hence, one expects that using the
HITRAN broadening coefficients will lead to significant
deviations between calculated and experimental spectra,
a result confirmed in Section 4.

Recall that the values constructed as explained above
are for lines of the 3ν1þν2 band of 16O12C16O in air. In
order to complete the database, the half-widths for any
other band of any isotopologue were then generated using
the vibrational dependence predictions from Ref. [42,47]
and the isotopologue dependence described in Appendix A
of Ref. [13].

Starting from the now known values of airγ0SDV , those of
airγVoigt have been generated for all transitions by scaling
airγ0SDV by 0.985 which is the line-averaged ratio of the
Voigt to SDV air-broadening coefficients given in [28].

In order to account for the H2O (and/or CO2) broadening
of CO2 lines one needs to know the value of H2OγVoigt ;
H2Oγ0SDV ;

CO2γVoigt ;
CO2γ0SDV and the speed-dependence para-

meters H2OαSDV and CO2αSDV for Eq. (1). For the self-broad-
ening, the values of CO2γ0SDV were taken from HITRAN 2012
and CO2αSDV ¼ airαSDV , i.e.

CO2αSDV ¼ 0:11 [26,27] was assumed
in the absence of relevant data. Note that this assumptionwas
also made in [26,27]. From CO2γ0SDV , the corresponding Voigt
values were obtained by a scaling factor of 0.978, a value
determined from the average of the Voigt to SDV half-widths
ratios from [29]. For water broadening, the values of H2OγVoigt
were taken from the previous update [13]. Due to lack of data,
the SDV values H2Oγ0SDV were generated using the same
average of Voigt to SDV broadening coefficients ratios than
for air-broadening, i.e. 0.985, and H2OαSDV ¼ 0:11. Considering
the relatively small contribution of CO2–H2O and CO2–CO2

collisions in the atmosphere, all these approximations are of
negligible consequences.

Finally, the temperature dependence of self ðnCO2 Þ and
water ðnH2OÞ broadening were taken from [42] and [13]
respectively. Note that nCO2 was calculated for a tempera-
ture range of 200–350 K. For the three collisional partners,
the temperature dependence of the Voigt and the speed-
dependent Voigt broadening coefficients were assumed to
be the same. Finally, the speed-dependence parameters
αSDV were considered temperature independent.

In addition to the spectroscopic files, the CO2–air
relaxation matrix (RM) files [13,14] have been updated.
In HITRAN 2012, the lower state vibrational angular
momentum ℓ″

2 and rotational quantum number J″ reach
the values of 8 and 128 respectively, whereas the former
package was limited to ℓ″

2 ¼ 5 and J″¼124 only. Conse-
quently, additional RM files have been generated (as
explained in [14]) and added with all data extended
up to J″¼128. Note that, in the absence of a model for
CO2–H2O, the relaxation matrices for CO2–air are used for
this system. Although a model exists for pure CO2 [48] the
same approximation is made, for simplicity, for CO2–CO2.
These assumptions are obviously of negligible conse-
quences due to the relatively small amounts of CO2 and
H2O in air and to the relatively small effects of LM.

The file (BandInfo.dat) giving general information on
the bands still provides the band identification, its overall
integrated intensity, the maximum value of J″ for each
branch, and the minimum and maximum wavenumbers
between which the band contribution will be computed by
the associated software (determined as described in [13]).
The new database now contains more than 5300 bands
(or sub-bands) from 10 isotopologues.

3.2. Update of the (FORTRAN) software

The partition functions have been updated using the
most recent version of TIPS [49], which enables calculation
for the 10 CO2 isotopologues included in HITRAN 2012.

Changes have been made in order to take the self-
broadening of CO2 into account. This was done, despite its
effect is negligible for the Earth atmosphere, in order to
enable comparisons with laboratory measurements in
which the relative CO2 amount is not fully negligible (as
in the ones used here, see Table 1).

The software has also been updated in order to offer
the user the possibility to take speed-dependent effects
into account. A new logical variable (“MixSDV”) has been
introduced as an input choice for the user who can set it to
“false” or “true” in order to perform purely Voigt and LM
calculations disregarding speed dependence effects (using
airγVoigt ;

CO2 γVoigt ;
H2OγVoigt) or taking the latter into account

(using airγ0SDV and airαSDV, CO2 γ0SDV and CO2αSDV ,
H2Oγ0SDV and

H2OαSDV ) respectively. The SDV profile, first introduced by
[50], was added to the software using the subroutine
described in Ref. [51], built using the analytical develop-
ment of [52,53]. Note that, since using speed-dependent
relaxation matrices would be extremely costly, even when
the speed dependence is restricted to the diagonal (broad-
ening coefficients) terms, MixSDV¼“true” implies that the
first order approach [14,54] (based on the coefficients Yl) is
automatically used. In this case, the “Mixfull” logical
variable that conditions the full relaxation matrix calcula-
tion is thus automatically set to “false” by the software.



Fig. 2. (a) Measured transmission for the conditions of the first spectrum
in Table 1 and measured-calculated residuals using (b) the former version
of our database [13], (c) the HITRAN 2012 database and (d) the HITRAN
2012 database with air-broadening coefficients scaled by 0.985. All the
calculations take line-mixing effects into account but disregard the speed
dependence.
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4. Tests of the update using laboratory spectra at 2.1 μm
and 4.3 μm

4.1. Calculations and spectra analysis

For comparisons with each measured spectrum, three
types of calculations have been performed. The first two
ones considers LM effects, using either the databaseþsoft-
ware of Ref. [13] (LM but no SD) or the updated package
(LM and SD). As the full relaxation matrix cannot be easily
used with the SD broadening coefficients and in order to
perform meaningful comparisons, all calculations were
carried within the first order treatment of line-mixing
using the associated coefficients Yl [14,54]. The third type
of calculation uses the present updated package and
neglects LM (SDV).

Tests show that comparisons between measured spec-
tra and those directly calculated for the stated experi-
mental conditions lead to significant residuals. Their
analysis indicates that they are essentially due to errors
in the intensities of the lines and/or uncertainties on the
CO2 amount in the experimental samples but not to the
line-shape parameters or the line-mixing model. These
errors can be estimated to be 5% maximum, however
whether this falls within the cumulated uncertainties on
the measurement and spectroscopic data is a difficult
question to answer due to the considerate amount of lines
and bands contributing to the spectra. Since line-by-line
empirical changes to the spectroscopic data are obviously
beyond the scope of this paper and in order to test the
quality of the spectral shape modeling, the CO2 abundance
was floated. It has been adjusted together with linear
baselines for the 0% and 100% of transmission levels
through least square fits of the calculated spectrum to
the measured one. Due to the significant contribution of
16O13C16O in the spectra, its amount was also fitted in
addition to that of all other isotopologues. For these
isotopologues, the natural relative isotopic ratios were
assumed. Due to strong absorption of water in the 2.1 μm
region (where laboratory air was used as buffer gas), its
contribution was taken into account and its amount was
fitted (note that the H2O broadening of CO2 lines was then
taken into account). This nevertheless leaves significant
residuals (likely due to spectroscopic knowledge) in the
vicinity of H2O lines. In order not to mask errors in the
calculations of the CO2 spectra, the spectral points where
the H2O transmittance was less than 0.91% have been
removed, yielding a few “holes” in the corresponding plots
but without significant consequences for the test of the
CO2 calculations. Finally, instrumental effects arising from
the truncation of the interferogram and finite iris diameter
were included as fixed contributions, through the proper
instrument function.

4.2. Tests of the update near 4.3 μm

As a first test, three calculations taking LM effects into
account but disregarding speed-dependence have been
carried for the conditions of the most absorbing spectrum
(the first in Table 1). The first one uses the former version
of the database/software [13] while the second one uses
the present update with the air-broadening coefficients
from HITRAN 2012. Since, as mentioned above the latter
actually correspond to airγSDV they were scaled by 0.985 [to
generate airγVoigt (see Section 3.1)] for the third calculation.
The measured-calculated spectra residuals from the fits
using these three calculations are plotted in Fig. 2a–c.
Before discussing the results, note that the 16O12C16O and
16O13C16O concentrations fitted from the three calculations
are all about 6% larger and less than 2% smaller, respec-
tively, than those expected and given in Table 1. This may
result from experimental errors in the determination of
the relatively small (about 1%) CO2 amount in the mixture
but also from the input spectroscopic data used.

Fig. 2b and c shows that the maximum amplitudes of
the residuals with the HITRAN 2012 broadening coefficients
are about twice larger than those obtained when using the
former version of the package. This is particularly obvious
above 2375 cm�1, a region where lie high J″ lines (J″450),
whose broadening coefficients are significantly overesti-
mated (see Fig. 1). Despite an improvement for this region
when the scaled broadening coefficients are used (Fig. 2d),
the measured-calculated deviations are still larger thanwith
the former set of broadening coefficients [13].

A first test of the new package is presented in Fig. 3. The
most absorbing experimental spectrum recorded at room
temperature (294.8 K) is presented in Fig. 3a whereas the
measured-calculated deviations obtained with a SDþLM
and a SDV (i.e. no LM effects) profile are plotted in Fig. 3b



Fig. 3. (a) Measured transmission the conditions of the first spectrum in
Table 1 and measured-calculated residuals using the new version of our
database and software (b) with and (c) without line-mixing effects. All
the calculations were carried taking speed dependence into account.

Fig. 4. (a) Room temperature (294.8 K) measured transmissions in the ν3
band region for 0.97% (black curve), 0.48% (red curve) and 0.25% (olive
curve) CO2 in air at room temperature. Differences between these
measured spectra and those calculated with the former (LM but no SD,
red curves) and the new (SDþLM, black curves) version of our database
and software are respectively plotted from (b) to (d), in order of highest
to lowest to CO2 molar fractions. The root mean square values are given
for the former (rms1) and the new (rms2) calculations. (For interpretation
of the references to color in this figure legend, the reader is referred to
the web version of this article.)

J. Lamouroux et al. / Journal of Quantitative Spectroscopy & Radiative Transfer 151 (2015) 88–96 93
and c respectively. The large residuals obtained when LM
is neglected, which demonstrate their importance espe-
cially near the ν3 band head (around 2380 cm�1), are
largely reduced when LM is taken into account. Discre-
pancies nevertheless remain in the whole absorption
domain, even in regions that are not affected by LM, such
as the P-branch of the ν3 band of 16O13C16O (between 2225
and 2280 cm�1), a result for which we have no explana-
tions yet and that will be discussed later.

The consequences of the present update can be tested
by comparisons of the measured-calculated deviations
obtained with the former and new version of the package.
The obtained residuals are plotted for three different CO2

concentrations in Fig. 4b–d. As can be seen, the use of the
new package reduces the residuals on average, except in
the 16O13C16O region (2225–2280 cm�1, as already shown
in Fig. 2) where they indicate that the broadening coeffi-
cients used are too large. However the improvements
brought by this update are smaller with decreasing CO2

concentration. These results are confirmed by the analysis
of the root mean square (rms) deviation between mea-
sured and calculated transmissions τ. The latter, were
calculated over the spectral range of the plots from:

rms¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

∑
N

i ¼ 1
ðτmeas

i �τcalci Þ2
� �s

; ð2Þ

and the values obtained for the calculations using the
former (rms1) and the present update (rms2) are given in
Fig.4. For all calculations rms2 are the smallest, and the
relative errors between rms1 and rms2 decrease as the CO2

amount decreases. In all the cases, the values of the rms
are about twice smaller than if LM effects are neglected.

Similar comparisons at low temperature (223 K), plotted in
Fig. 5, lead to similar conclusions although the improvements
are almost negligible as shown by the values of rms1 and rms2
given in the figure. This may be due to a compensation
between errors on the room temperature air-broadening
coefficients and on their temperature dependences.

In order to test the importance of speed dependence
effects, LM calculations have been carried using the pre-
sent update with (using airγ0SDV and airαSDV ;

CO2 γ0SDV and
CO2αSDV ) and without speed dependence (using airγVoigt and
CO2γVoigt). The results of this exercise are presented in Fig. 6
for the most absorbing spectrum (the first of Table 1). As
can be seen, the introduction of SD yields an overall slight
improvement although significant residuals remains that
will be discussed in Section 5.

4.3. Tests of the update at 2.1 μm

Tests of the former and new packages, similar to those
presented in the previous section, were also made in the



Fig. 5. Same as Fig. 4 for (b) 0.52%, (c) 0.24% and (d) 0.13% CO2 in air at
223 K.

Fig. 6. (a) Room temperature (294.8 K) measured transmissions in the ν3
band region for 0.97% (black curve) CO2 in air at room temperature and
comparison of the residuals obtained without (b) and with (c) speed
dependence.

Fig. 7. Same as Fig. 3 for 1.5% CO2 in air at 291 K. The “holes” in the
experimental spectra and the residuals correspond to strong absorbing
lines of H2O.

Fig. 8. Same as Fig. 4 for (b) 1.47%, (c) 1.04% and (d) 0.41% CO2 in air at
291 K.

J. Lamouroux et al. / Journal of Quantitative Spectroscopy & Radiative Transfer 151 (2015) 88–9694



J. Lamouroux et al. / Journal of Quantitative Spectroscopy & Radiative Transfer 151 (2015) 88–96 95
2.1 μm region at room temperature (291 K). An example of
the results obtained is plotted in Fig. 7 where the residuals
obtained with and without inclusion of LM effects are
shown for the most absorbing spectrum (see Table 1).
Again, many of the residuals are likely due to erroneous
spectroscopic parameters (including those for H2O lines).
Nevertheless, as for the 4.3 μm region, neglecting LM
effects leads to larger errors, with residuals in the affected
regions (4820–4900 cm�1) about twice larger than when
LM is taken into.

The influence of the update can be seen in Fig. 8 where
results obtained with the former and new versions are
plotted. Contrary to the 4.3 μm region, the comparison of
the residuals do not allow us to draw a clear conclusion
about the improvements brought by the update, a result
confirmed by the rms analysis. Possible reasons for this
difference with the 4.3 μm region are the poorer signal to
noise ratio and spectroscopic knowledge and the perturb-
ing contribution of H2O lines.

5. Discussion and conclusion

A new update of the databaseþsoftware package for
the calculation of the absorption coefficient of CO2 (in air)
infrared bands, that takes line-mixing effects into account,
is proposed. Due to some inconsistency of the HITRAN
2012 line shape parameters, new sets of pressure broad-
ening (and shifting) coefficients have been generated,
based on accurate measurements from the literature.
Furthermore, the speed dependence of the broadening is
now included. In order to test this new package, transmis-
sion spectra have been recorded for various conditions in
the 2.1 and 4.3 μm regions. Their analysis shows that, with
respect to the former version, the proposed new
dataþsoftware update brings improvements at 4.3 μm
for room temperature conditions. This is much less
obvious at 223 K and in the 2.1 μm region even though
no degradation is observed. While much better agreement
with measurements is obtained than when line-mixing is
not taken into account, residuals of typically 70.5%
remain. This error is higher than that targeted for the
satellite-based remote sensing of atmospheric CO2 [3,4,7].
When compared with the results of [26–28] those of the
present study raise a number of questions since our
residuals are much larger than those in these references.
A very likely explanation for part of this difference is
inconsistencies in the line intensities (and positions) of
the various bands contributing to our spectra. The differ-
ences in the line-mixing models may also be invoked
although tests indicate that this should have small con-
sequences. In any case, these explanations do not apply to
the ν3 band lines 16O13C16O in our spectra since they are
not affected by LM and since this isotopologue amount
was adjusted. For these transitions, the analysis of the
residuals shows that our calculation leads to lines that are
too broad although their shapes were modeled with data
from [26–28]. This points out a clear inconsistency
between these studies and ours for which we have no
explanation at this time. There is thus a strong need for
further tests of the proposed new package using labora-
tory and atmospheric spectra for various spectral domains
and experimental conditions of pressure and temperature.
Since it will soon be available to the scientific community,
the authors of the present work are looking forward to the
feedback information that will be brought by future users.
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a b s t r a c t

The Fourier transform infrared spectrum of ethane between 2860 and 3060 cm!1 has been re-investi-
gated under high resolution at 229 K. The infrared absorption in this region is due mainly to the CH
stretching fundamentals m5 (parallel band) and m7 (degenerate perpendicular band), and to the parallel
combination system m8 + m11 (A4s, A3s). All the relevant perturbation mechanisms affecting the observed
absorption patterns have been clarified. In particular, the main perturbers of the m7 state are identified
to be the degenerate vibrational combination states m8 + m11 (l-type interaction) and m3 + 2m4 + m8
(Fermi-type interaction). Because of the last interaction, the K00DK = !6 transitions occur with intensities
comparable to both the infrared active fundamental m7 and the almost dark combination m3 + 2m4 + m8. The
parallel combination system m8 + m11 (A4s, A3s) is overlapped and heavily perturbed by the nearby parallel
system m4 + m11 + m12 (A4s, A3s), whose K-structure is spread by the strong z-Coriolis interaction of its two
vibrational components. In this work, 95 new transitions to the perturbers of m7 have been assigned. They
belong mostly to the degenerate vibrational states m8 + m11 (E1d) and m3 + 2m4 + m8 (E1d), and to the parallel
system m8 + m11 (A4s, A3s). A least squares fit calculation, limited to the m7 degenerate fundamental and
its degenerate perturbers m8 + m11, m3 + 2m4 + m8, m4 + m11 + m12, and m3 + 3m4 + m12 was performed. From
the results of this fit, we created a line-by-line database containing the molecular parameters for 4969
transitions in these five bands of 12C2H6. Finally, we identified the degenerate combination band
m2 + m8 (62 observed transitions) to be the main perturber (x, y-Coriolis-type interaction) of the parallel
fundamental m5.

! 2011 Elsevier Inc. All rights reserved.

1. Introduction

From the theoretical point of view, ethane is a key molecule
because of its highly symmetric geometry, involving two coaxial
identical internal rotors, and its peculiar large amplitude torsional
dynamics, resulting in an extremely dense and complex rotational
and torsional structure of its infrared bands. Apart from fundamen-
tal interest, the understanding of the spectroscopy of ethane is also
of importance in various fields. For instance, ethane is present in
various environments, including the Earth’s atmosphere in which
it is the second most abundant hydrocarbon, the atmospheres of
outer planets, and comets.

The five infrared active fundamental transitions of ethane de-
fine three main spectral regions, around 12 lm, 6.2–7.5 lm, and
3.3 lm. The first two regions have been extensively studied.
Numerical rotational analyses of the degenerate m9 fundamental

occurring in the first region near 822 cm!1, including torsional
splittings caused by the interaction with the torsional system 3m4
(m4 near 289 cm!1 is the torsional mode of vibration), became
available early in the 1980s [1–3]. However, a very accurate anal-
ysis of this region has been performed only recently [4]: it included
the m9 band, the associated hot transitions (m4 + m9) ! m4, the infra-
red inactive C–C stretching fundamental m3 (near 995 cm!1, acti-
vated by perturbations at resonance), the m12–m9 difference band
near 385 cm!1 (m12 is the symmetric CH3 rock, near 1195 cm!1),
and the torsional bands m4, 2m4–m4 and 3m4. The second region is
probably the most studied infrared region of ethane. It is domi-
nated by the m8 fundamental band (degenerate antisymmetric
deformation of the two methyl group, near 1472 cm!1), perturbed
by the m6 fundamental (mostly an asymmetric CH3 umbrella vibra-
tion, near 1379 cm!1) and the 2m4 + m12 bands. However, the rota-
tion-torsion analysis of this region proved to be difficult, because
of the high density of spectral lines and anomalous line patterns
caused by numerous perturbations. It is worth mentioning a tenta-
tive analysis of the m8 band performed by Susskind in 1974 using a
grating spectrum with unresolved torsional structure [5], followed
much later by the work of Lattanzi et al. [6], Hepp and Herman [7],

0022-2852/$ - see front matter ! 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jms.2011.02.003
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and our work on the hot system (m4 + m8) ! m8 [8], all relying on
Fourier transform spectra. However, a global numerical analysis
of this spectral region was not performed until 2008, when we
were able to analyze the interacting system m6, m8, m4 + m12,
2m4 + m9, and the hot transitions from m4 to m4 + m8 [9]. Such a global
analysis became feasible when we understood that all the complex
and multiple resonances affecting this spectral region occur within
the (m6, m8, m4 + m12, 2m4 + m9) system only. Further work on this re-
gion is still in progress [10]. It led to the creation of the first line-
by-line database containing the molecular parameters for over
20 000 12C2H6 transitions at 7 lm [11].

The region around 3.3 lm, where the infrared active CH stretch-
ing fundamental vibrations m5 and m7 occur respectively near 2896
and 2985 cm!1, is even more complex. It has not yet been analyzed
by any model Hamiltonian, in spite of its relevance in applied
spectroscopy. Indeed, the m7 band exhibits a series of very strong
Q-branches, commonly used for the atmospheric monitoring of
ethane [12,13]. Outstanding spectroscopic data on this spectral
region were obtained by Pine and Lafferty [14], who studied a
Doppler-limited absorption spectrum recorded at 119 K (Doppler
FWHM = 0.0043 cm!1) with a tunable difference-frequency laser
spectrometer. These authors report extensive and very accurate
assignments of rotation-torsion lines belonging to the vibrational
bands m7 and m5, and the parallel band m8 + m11 (m11 is the degener-
ate symmetric deformation of the two methyl group, near
1468 cm!1), and several lines assigned to an unidentified perturber
of m5. They also describe accurately the most prominent anomalies
in the spectrum. However, the numerous and strong perturbations
observed in this 3.3 lm region have never been clarified since then.
The availability of this outstanding dataset prompted us to reinves-
tigate this spectral region, with the aim of improving the present
knowledge and understanding of the mechanisms generating the
observed complex spectral features. Note that infrared absorption
cross sections have recently been measured in this range [15].

With the present contribution, we report results of a least
squares fit of the transitions assigned to the fundamental m7 band
and some of its perturbers, and propose perturbation mechanisms
for the other bands observed in this region, that is the m5 funda-
mental band and the parallel components of the m8 + m11 combina-
tion band. With our analysis, we were able to assign 95 new
transitions to the perturbers, which were added to the dataset gen-
erated by Pine and Lafferty [14].

2. Experimental details

Four unapodized absorption spectra of ethane have been re-
corded at a resolution of 0.0034 cm!1 (FWHM of the sinc function,
maximum optical path difference = 180 cm) using a Bruker
IFS125HR Fourier transform spectrometer, fitted with a Tungsten
source, a CaF2 beamsplitter, a low-pass filter with a cut-off near
5800 cm!1, and an InSb detector. The sample was contained in a
19.7-cm long stainless steel cell, at pressures from 0.2 to 1.4 hPa
and temperatures of 280 and 229 K. In addition, one spectrum
was recorded at a resolution of 0.0039 cm!1, the sample being in
a 5.15-cm long aluminum cell, at 0.9 hPa and 296 K. This latter
spectrum is shown in Fig. 1. Only the spectrum recorded at 229 K
(pressure = 0.5 hPa) was used in the present analysis.

The positions of C2H6 lines were measured in the first four spec-
tra by fitting the observed line shapes to a Voigt profile, including
instrumental effects, using software written in Brussels [16]. They
were calibrated using absorption lines in the m3 band of residual
water vapor present in the evacuated instrument and the 2006
update of HITRAN 2004 as reference [17]. Their accuracy was
estimated to be better than 0.0005 cm!1 by comparison of the cal-
ibrated positions of the same lines measured in the various spectra.

Indeed, the RMS deviations in the six sets of differences, involving
from 733 to 2147 differences, are in the range 1.8–3.3 " 10!4 cm!1.

3. Description of the spectrum and corresponding energy levels
structure

As Fig. 1 shows, the 3.3 lm region of the ethane spectrum is
dominated by the m5 and m7 fundamental bands. The A4s parallel
component of the m8 + m11 combination band, centered between
the two fundamentals, also contributes to the absorption in this re-
gion [14]. The nine narrow structures, standing out near the central
part of m7, are Q-branches with K00DK from !4 to 4. Even at Dopp-
ler-limited resolution, they appear as narrow features with almost
unresolved J-structure. The other Q-branches either appear to be
broadened by strong perturbations or are weak, and are therefore
hardly identified in the compressed spectrum shown in Fig. 1.

The vibrational states occurring in this region are schematized
in Fig. 2. Their high density does in fact suggest that the spectral
patterns have to be quite complex, because the m5 and m7 states
can be perturbed by many states and these perturbers can be
themselves affected by perturbations. These perturbations can
additionally induce unpredictable irregularities in the rotation-
torsion energy levels structure in these states.

Table 1 lists the m7, m5 and m8 + m11 states together with states
(here called ‘‘perturbers’’) identified in the present work to perturb
them through interaction mechanisms at least qualitatively under-
stood. The symmetry species of the states under the G36(EM) ex-
tended molecular group [18] are also given. The last two
columns provide the values of the f z-Coriolis constant of the
states, defined in Eq. (2) for the degenerate vibrational states and
linking the A4s and A3s components of non-degenerate vibrational
combination states. Note that interactions are also expected to oc-
cur among the perturbers. In fact, a strong interaction mainly due
to the operator (q8!p12+ ! p8!q12+)Jc and its complex conjugate (Jc
is the torsional angular momentum operator, with c being half the
torsional angle) couples the perturbers in group 1 of Table 1 with
those of group 3, the perturbers of groups 2 and 4, and those of
groups 5 and 6.

4. The fundamental m7

The most obvious perturbation of the fundamental m7 band ap-
pears as a sudden change of the degradation of the J-structure for

Fig. 1. Overview of the spectrum of ethane near 3.3 lm (0.9 hPa, 5.15 cm, 296 K),
recorded at a resolution = 0.0039 cm!1 using a Fourier transform spectrometer.
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the sub-branches with K00DK = 5 and 6. This can be seen in Fig. 3 for
rQ5 and rQ6. We explain this perturbation as resulting from a l-type
interaction withDl = ±2 andDk = #1 [l(2, !1) interaction] between
the m7 state and the degenerate component of the combination
state m8 + m11, identified by Hepp and Herman [19] using a slit
jet cooled Fourier transform spectrum. Indeed, the vibrational
frequency and Coriolis coefficient of that state are such that the
l(2, !1)-resonance with m7 can be predicted to occur precisely
where observed, that is for K00DK between 5 and 6. Note that the
stronger torsional component of rQ5 is affected by a further reso-
nance interaction, with J-crossing near J = 20–21, probably of the
type Dl = 0, Dk = ±3 with the m3 + 3m4 + m12 state. Its effects are
clearly seen in Fig. 3: the relative positions of the J-pairs (19, 20)
and (21, 22) are inverted.

To characterize the l(2, !1) interaction between m7 and m8 + m11
(E1d or E2s), transitions to the latter need to be identified. We found

it quite difficult to detect such transitions in our spectrum at 229 K,
except for the rQ0-branch. This branch is clearly observed in the
spectrum at 119 K printed in the article by Pine and Lafferty [14],
who also report the corresponding line positions, without assign-
ments. With the help of a slit jet cooled spectrum [19], we could
assign transitions with K00DK from !1 to 1. These assignments
are reported in Table 2.

The branches K00DK = !6 of m7 consist of two vibrational compo-
nents, as shown in Fig. 4 for the pQ6 branch. Each line of these two
components is in turn split by the torsional tunneling mechanism,
with the stronger torsional component appearing at energies lower
than the weaker one. The latter is consistent with an excitation of
the torsional mode m4 by an even number of quanta, which is easily
found to be 2 from the magnitude of the torsional splittings (de-
tected much better in the pP6 transitions than in the pQ6 shown
here).

The perturber of the m7 state is identified to be the degenerate
state m3 + 2m4 + m8, in anharmonic resonance with m7. Pine and Laff-
erty [14] assigned the lower frequency component to m7 (pQ6 in
Fig. 4), and the other component (pQ 0

6 in Fig. 4) remained unas-
signed. The fundamental m7 is the lower component at the low J,
and the first few J-lines of the higher frequency component are
not observed because the interacting levels are not yet close to res-
onance, and m3 + 2m4 + m8 does not steal enough intensity from m7
(see Fig. 4). However, the interacting pairs of levels get closer as J
increases, because the rotational parameter B is smaller in the per-
turber owing to the excitation of m4, and eventually a J-crossing oc-
curs, at about J0 = 12. In Table 3, we report wavenumbers and
assignments for these transitions with K00DK = !6.

5. Tentative analysis of the m7 band

5.1. Hamiltonian model

Owing to the extremely complex structure of this spectral re-
gion, only a rough attempt to a numerical analysis seemed to be
feasible. We found that the perturbative effects of non-degenerate
vibrational states on the degenerate state m7 could be disregarded
in a first approximation. So, we restricted our analysis to the fun-
damental m7 and to the above mentioned degenerate perturber
states m8 + m11 and m3 + 2m4 + m8. In the course of the least squares
fit calculations, we realized that the fit improved with an expanded
model in which m8 + m11 interacts with m4 + m11 + m12, mainly
through the operator (q8!p12+ ! p8!q12+)Jc and its complex conju-
gate (see Section 3, Table 1). For small torsional splittings, as in our
case, this interaction can be treated as a simple Fermi-type

Fig. 2. Manifold of infrared active vibrational states of 12C2H6 in the region of the
CH stretching fundamentals. The torsional components of the m3 + 3m4 + m12 state are
heavily split because of the high excitation of the torsional mode m4, and occur in a
spectral range represented by the vertical line.

Table 1
Vibrational states, and their energy, identified in the present work in the CH stretching region of 12C2H6. The last 2 columns provide the values of the f z-Coriolis constant of the
states (defined in Eq. (2) for the degenerate vibrational states and linking the A4s and A3s components of non-degenerate vibrational combinations).

Vibrational state m0 (cm!1) Comments f (A4s, A3s) f (E)

m7 (E1d) 2985.04 Fundamental 0.116
m5 (A4s) 2895.64 Fundamental

1 m8 + m11 (E1d or E2s) 2931.84 Observed for K00DK = !1 to 1 0.01 0.554
m8 + m11 (A4s) 2954.3 Observed for K up to 11
m8 + m11 (A3s) 2954.2

2 m3 + 2m4 + m8 (E1d) 3003.26 Observed for K00DK = !6 !0.417

3 m4 + m11 + m12 (E1d or E2s) 2952.7 0.74 !0.169
m4 + m11 + m12 (A4s) 2952.2 Observed for K = 1 and 2
m4 + m11 + m12 (A3s) 2944.0

4 m3 + 3m4 + m12 (E1d) 2954 Large torsional splittings (about 40 cm!1) 0.413

5 m2 + m8 (E1d) 2863.1 Strong perturber of m5 !0.30

6 m2 + m4 + m12 (E1d) 2880.3 0.41
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coupling [9]. We also added the degenerate state m3 + 3m4 + m12 to
the Hamiltonian matrix, because the account of its Fermi-type
and l-type interactions with m7 improved the fit. This last state is
also coupled to m3 + 2m4 + m8 by the mentioned operators (q8!p12+

! p8!q12+)Jc (see Section 3, Table 1), but calculations including this
interaction proved to be poorly determined. This coupling was
therefore disregarded, its effects being supposedly absorbed in
the effective values of the other parameters of the two states. Thus,
we used a model including five degenerate vibrational states: m7,
m8 + m11, m3 + 2m4 + m8, m4 + m11 + m12, and m3 + 3m4 + m12, all active by
symmetry for electric dipole transitions from the ground state.

In the present analysis, small torsional splittings in the m7,
m8 + m11, m4 + m11 + m12 and ground states were accounted for by
the usual one-parameter expression [20,21], that we write in the
form:

m0ð~v;CtÞ ¼ m0 ! 2ð!1Þv4Xv cosðr2p=6Þ ð1Þ

where ~v represents the ensemble of vibrational quantum numbers,
inclusive of the torsional-vibration quantum number v4, Xv is a gen-
erally positive parameter whose value increases rapidly with v4, but
depends also upon the excitation of the small amplitude vibrational
modes, and r = 0, 1, 2 and 3 for the components of torsional sym-
metries Ct = A1s (or A3s), E3d, E3s and A3d (or A1d), using As and Ed
vibrational basis states. For larger splittings (as observed in the
m3 + 2m4 + m8 and m3 + 3m4 + m12 states), a vibrational energy m0 has
to be determined for each of the four torsional components. Note
that the components A1s and A3d occur with the even values of v4,
whereas the components A3s and A1d occur with the odd values of
v4. Diagonal matrix elements are given as usual by

E½ð~v;Ct; ð(lÞ; J;K) ¼ m0ð~v ;CtÞ þ ðA! BÞK2 þ BJðJ þ 1Þ

! DJJ2ðJ þ 1Þ2 ! DJKJðJ þ 1ÞK2 ! DKK4 # ½2Af
! gJ JðJ þ 1Þ ! gKK

2)K ð2Þ

K is the absolute value of the z-axis total angular momentum quan-
tum number k, and the symbols (+l) and (!l) identify states with

Fig. 3. The rQ5 and rQ6 branches of m7, showing the opposite effects of a l(2, !1)
interaction with the degenerate component of m8 + m11, just before and after the K-
crossing (see text for details).

Table 2
Assignments of transitions in the degenerate m8 + m11 band. Line positions are from
this work; the values between parentheses are from [14]. Numbers listed in column
‘‘A’’ are relative absorption line intensities, in arbitrary units. The ground state
vibration–rotation-torsion symmetries in the G36(EM) extended molecular group are
also given. The ground state energies E00 were calculated using the constants reported
in [2,23].

Line position (cm!1) A J0 K0 J00 K00 Sym. E00 (cm!1)

2917.5216 - - - - - - - 8 0 9 1 Gs 61.6688
2918.7157 - - - - - - - 7 0 8 1 Gs 49.7373
2919.9217 - - - - - - - 6 0 7 1 Gs 39.1310
2921.1450 - - - - - - - 5 0 6 1 Gs 29.8501
2922.3730 - - - - - - - 4 0 5 1 Gs 21.8946
2923.6325 - - - - - - - 3 0 4 1 Gs 15.2649
2924.5337 (.5336) 16 4 2 5 1 Gs 21.8946
2924.9024 - - - - - - - 2 0 3 1 Gs 9.9609
2926.1969 - - - - - - - 1 0 2 1 Gs 5.9829
2928.8490 (.8472) 13 1 0 1 1 Gs 3.3308
2928.8804 (.8829) 10 2 0 2 1 Gs 5.9829
2929.0027 (.0096) 8 4 0 4 1 Gs 15.2649
2929.1005 (.0992) 18 5 0 5 1 Gs 21.8946
2929.2026 (.2016) 11 6 0 6 1 Gs 29.8501
2930.0259 (.0254) 14 3 1 3 0 A2s 7.9524
2930.0865 (.0854) 7 4 1 4 0 A1s 13.2564
2930.1602 (.1617) 23 5 1 5 0 A2s 19.8862
2930.2509 (.2494) 8 6 1 6 0 A1s 27.8416
2930.3610 (.3603) 21 7 1 7 0 A2s 37.1226
2930.4815 (.4812) 21 8 1 8 0 A1s 47.7290
2930.6189 (.6185) 21 9 1 9 0 A2s 59.6605
2930.7714 (.7720) 14 10 1 10 0 A1s 72.9169
2930.9375 (.9384) 29 11 1 11 0 A2s 87.4981
2931.0472 - - - - - - - - 8 2 2 2 1 Gs 5.9829
2931.1067 (.1016) 13 3 2 3 1 Gs 9.9609
2931.1622 (.1604) 6 4 2 4 1 Gs 15.2649
2931.2354 (.2342) 6 5 2 5 1 Gs 21.8946
2931.3169 (.3195) 11 6 2 6 1 Gs 29.8501
2931.4342 (.4343) 9 7 2 7 1 Gs 39.1310
2933.6992 (.7074) 2 2 1 1 Gs 3.3308
2935.0847 (.0788) 3 2 2 1 Gs 5.9829
2936.4661 (.4654) 4 2 3 1 Gs 9.9609
2937.8652 (.8647) 5 2 4 1 Gs 15.2649
2939.2723 (.2680) 6 2 5 1 Gs 21.8946
2940.7151 - - - - - - - - 7 2 6 1 Gs 29.8501

Fig. 4. The pQ6 branches of m7 and m3 + 2m4 + m8 in Fermi-type resonance. The lower
frequency component corresponds to m7 for the low values of J, then a J-crossing
occurs (see text for details).
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k and l (the quantum number associated with the diagonal
vibrational contribution to the angular momentum, in general taken
modulo 3) having identical or opposite signs, respectively.

The l-interactions with Dk = D(l modulo 3) = ±2 were taken into
account within the states m7 and m8 + m11, and between m7 and
m3 + 2m4 + m8 and m7 and m4 + m11 + m12, with matrix elements

Table 3
Assignments, positions and lower state energies for the K00DK = !6 transitions to the resonating m7 and m3 + 2m4 + m8 states. Line positions are from this work; the values between
parentheses are from [14]. Numbers listed in column ‘‘A’’ are relative absorption line intensities, in arbitrary units. Transitions to the higher energy vibrational component were
observed but not assigned by Pine and Lafferty [14]. The ground state vibration–rotation-torsion symmetries in the G36(EM) extended molecular group are also given. They are all
single valued, therefore the ‘‘s’’ subscript to the symmetry species is omitted. The ground state energies E00 were calculated using the constants reported in [2,23]. See text for
details.

Line position (cm!1) A J0 K0 J00 K00 Sym. Vibrational component E00 (cm!1)

2938.3734 (.3796) 15 21 5 22 6 A1,2 Higher 407.4047
2939.6826 (.6831) 24 20 5 21 6 A1,2 Higher 378.2796
2941.0161 (.0153) 23 19 5 20 6 A1,2 Higher 350.4746
2941.8183 (.8178) 37 17 5 18 6 A1,2 Lower 298.8271
2942.2012 (.2010) 13 17 5 18 6 E3,4 Lower 298.8328
2942.3586 (.3579) 23 18 5 19 6 A1,2 Higher 323.9903
2943.4278 (.4274) 23 16 5 17 6 A1,2 Lower 274.9856
2943.7126 (.7121) 25 17 5 18 6 A1,2 Higher 298.8271
2943.7911 (.8073) 12 16 5 17 6 E3,4 Lower 274.9913
2945.0017 (.- - - - - -) 16 15 5 16 6 A1,2 Lower 252.4662
2945.3294 (.3291) 10 15 5 16 6 E3,4 Lower 252.4718
2946.5172 (.5175) 24 14 5 15 6 A1,2 Lower 231.2692
2946.7944 (.7942) 16 14 5 15 6 E3,4 Lower 231.2749
2946.4711 (.4709) 26 15 5 16 6 A1,2 Higher 252.4662
2947.8845 (.8839) 25 14 5 15 6 A1,2 Higher 231.2692
2947.9964 (.9960) 21 13 5 14 6 A1,2 Lower 211.3951
2948.2216 (.2221) 24 13 5 14 6 E3,4 Lower 211.4008
2949.3120 (.3115) 25 13 5 14 6 A1,2 Higher 211.3951
2949.4360 (.4349) 30 12 5 13 6 A1,2 Lower 192.8443
2949.6144 (.6144) 26 12 5 13 6 E3,4 Lower 192.8500
2950.7678 (.7667) 24 12 5 13 6 A1,2 Higher 192.8443
2950.8433 (8420) 35 11 5 12 6 A1,2 Lower 175.6171
2950.9900 (.9897) 31 11 5 12 6 E3,4 Lower 175.6228
2952.2287 (.2277) 38 10 5 11 6 A1,2 Lower 159.7139
2952.2345 (.2339) 24 11 5 12 6 A1,2 Higher 175.6171
2952.3560 (.3546) 27 10 5 11 6 E3,4 Lower 159.7195
2953.5973 (.5966) 56 9 5 10 6 A1,2 Lower 145.1348
2953.6979 (.6965) 28 9 5 10 6 E3,4 Lower 145.1405
2953.7287 (.7285) 23 10 5 11 6 A1,2 Higher 159.7139
2954.9524 (.9516) 47 8 5 9 6 A1,2 Lower 131.8803
2955.0472 (.0461) 33 8 5 9 6 E3,4 Lower 131.8860
2955.1773 (.1766) 23 9 5 10 6 A1,2 Higher 145.1348
2956.2998 (.2992) 45 7 5 8 6 A1,2 Lower 119.9505
2956.3912 (.3912) 30 7 5 8 6 E3,4 Lower 119.9562
2956.6422 (.6412) 14 8 5 9 6 A1,2 Higher 131.8803
2957.6415 (.6402) 49 6 5 7 6 A1,2 Lower 109.3457
2957.7365 (.7361) 27 6 5 7 6 E3,4 Lower 109.3514
2958.9790 (.9778) 52 5 5 6 6 A1,2 Lower 100.0717
2959.0831 (.0828) 29 5 5 6 6 E3,4 Lower 100.0717
2959.6643 (.6635) 13 6 5 7 6 A1,2 Higher 109.3457
2961.1335 (.1335) 33 5 5 6 6 A1,2 Higher 100.0660
2966.1975 (.1969) 16 15 5 15 6 A1,2 Lower 231.2692
2966.5259 (.5257) 10 15 5 15 6 E3,4 Lower 231.2749
2966.5471 (.5470) 20 13 5 13 6 A1,2 Lower 192.8443
2966.6645 (.6626) 25 12 5 12 6 A1,2 Lower 175.6171
2966.7473 (.7471) 27 11 5 11 6 A1,2 Lower 159.7139
2966.8504 (.8501) 30 9 5 9 6 A1,2 Lower 131.8803
2966.8813 (.8809) 36 8 5 8 6 A1,2 Lower 119.9505
2966.8937 (.8934) 18 11 5 11 6 E3,4 Lower 159.7195
2966.9044 (.9034) 20 7 5 7 6 A1,2 Lower 109.3457
2966.9221 (.9204) 18 6 5 6 6 A1,2 Lower 100.0660
2966.9337 (.9343) 25 10 5 10 6 E3,4 Lower 145.1405
2966.9518 (.9514) 17 9 5 9 6 E3,4 Lower 131.8860
2966.9969 (.9967) 12 7 5 7 6 E3,4 Lower 109.3514
2967.0166 (.0154) 8 6 5 6 6 E3,4 Lower 100.0717
2967.5215 (.5205) 45 18 5 18 6 A1,2 Higher 298.8271
2967.5539 (.5539) 42 17 5 17 6 A1,2 Higher 274.9856
2967.6001 (.6003) 30 16 5 16 6 A1,2 Higher 252.4662
2967.6677 (.6675) 27 15 5 15 6 A1,2 Higher 231.2692
2967.7587 (.7583) 25 14 5 14 6 A1,2 Higher 211.3951
2967.8629 (.8627) 23 13 5 13 6 A1,2 Higher 192.8443
2967.9956 (.9936) 20 12 5 12 6 A1,2 Higher 175.6171
2968.1382 (.1387) 54 11 5 11 6 A1,2 Higher 159.7139
2968.4322 (.4311) 12 9 5 9 6 A1,2 Higher 131.8803
2968.5719 (.5711) 8 8 5 8 6 A1,2 Higher 119.9505
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~vr;Ct; l ¼ (1; J; k( 1jHj~vs;C0
t; l ¼ #1; J; k# 1

! "

¼ !2Fr;sf½JðJ þ 1Þ ! kðkþ 1Þ)½JðJ þ 1Þ ! kðk! 1Þ)g1=2 ð3Þ

where the subscripts r and s identify either different degenerate
vibrational states or the same state (r = s, in which case these sub-
scripts are not necessary). In this equation C0

t is equal to Ct if the
quanta of m4 excited in the two interacting states have the same par-
ity, and Ct is equal to Ct " A3s if they have opposite parities. In par-
ticular, these l-type interactions of m7 with m4 + m11 + m12 and
m3 + 2m4 + m8 improved the fit of locally perturbed regions of the m7
state corresponding to transitions with K00DK = !4 and 2,
respectively.

Fermi-type and z-Coriolis interactions were accounted for with
matrix elements of the form

~vr;Ct; ð(lÞ; J; kjHj~vs;C0
t; ð(lÞ; J; k

! "

¼ W r;s þWKl;r;sklþWJ;r;s JðJ þ 1Þ ð4Þ

These interactions are found to be effective between m7 and all
the other four vibrational states, and between m8 + m11 and
m4 + m11 + m12. Again C0

t is equal to Ct or to Ct " A3s, depending on
whether the numbers of quanta of m4 excited in the interacting
states have the same parity or opposite parities.

The l-interactions withDk = ±1 and D(lmodulo 3) = #2 were ta-
ken into account within and between the states m7 and m8 + m11, be-
tween m7 and m3 + 3m4 + m12, and between m7 and m4 + m11 + m12. The
interaction between m7 and m8 + m11 is responsible for extended per-
turbations of m7, coming to resonance in the region shown in Fig. 3.
The interaction between m7 and m3 + 3m4 + m12 is selective over the
torsional components, owing to the large torsional splittings in
the m3 + 3m4 + m12 state (order of magnitude +40 cm!1). It helps to
improve the fit of the weaker torsional components of m7, in a lo-
cally perturbed region corresponding to transitions with K00DK = 9.
The l-type interaction of m7 with m4 + m11 + m12 improves the fit of
transitions of m7 with K00DK = 10. The matrix elements of this l-type
interaction were set in the form

~v r ;Ct; l ¼ (1; J; kjHj~vs;C0
t; l ¼ #1; J; k( 1

! "

¼ ðEr;s þ K2EKr;s þ JðJ þ 1ÞEJr;sÞð2kþ 1Þ½JðJ þ 1Þ ! kðk( 1Þ)1=2 ð5Þ

where l is intended modulo 3. C0
t is equal to Ct " A3d or to Ct " A1d,

depending on whether the numbers of quanta of m4 excited in the
interacting states have the same parity or opposite parities.

Finally, we introduced a Dk = ± 3 interaction between m7 and
m3 + 3m4 + m12, which helped to improve the fit around a local per-
turbation affecting the strong component of the K00DK = 5 transi-
tions of m7 (see Fig. 3). The matrix elements are

~vr;Ct; l; J; kjHj~vs;Ct " A1d; l; J; k( 3h i
¼ Cr;sf½JðJ þ 1Þ ! kðkþ 1Þ)½JðJ þ 1Þ ! ðkþ 1Þðkþ 2Þ)½JðJ þ 1Þ

! ðkþ 2Þðkþ 3Þ)g1=2 ð6Þ

The torsional symmetries Ct and C0
t occurring in the matrix ele-

ments of Eqs. (3)–(6) depend upon the specific cases, and have
been determined according to the rules stated in Ref. [22]. How-
ever, for practical purposes, as for instance in writing a computer
program where these matrix elements occur, the relation between
the torsional symmetries in any interacting pair is automatically
obeyed if the energy matrix is correctly factored into blocks, each
corresponding to a given vibration–rotation–torsion symmetry.

5.2. Results

A body of 572 wavenumber data were treated by least squares
fit calculations. They included pP and rR transitions in the m7 band,
with K00DK from !10 to 14 and a maximum J-value of 30, rQ0, pP1

and rR1 transitions in m8 + m11 (listed in Table 2), and pP6 transitions
in m3 + 2m4 + m8 (listed in Table 3). The best fit was obtained with
the Hamiltonian model detailed above, with a root mean square
deviation of about 0.018 cm!1 and the parameters reported in Ta-
bles 4 and 5.

Although we believe that all the relevant perturbations have
been incorporated in the model, the fit remains unsatisfactory. In
fact, a root mean square deviation of 0.018 cm!1 is quite large, as
are the standard deviations determined for most of the parameters
employed in the fit.

A serious difficulty in the analysis is caused by the fact that
many perturbers are also affected by additional interactions that
at present cannot be discerned because of the high density of lines
and vibrational states in this region, and because of the lack of ob-
servable transitions to them. Thus their rotation-torsion level pat-
terns are only roughly predictable. A further difficulty arises with
those levels where the mode m3 is excited, whose torsional struc-
ture can be heavily affected by interactions, also with excited levels
of the torsional manifold [24]. This is due to the large value of the
barrier derivative in the torsional potential energy term 0.5(@V3/
@Q3)0(cos 3s + 1)Q3, [25]. Nevertheless, we believe that the results
of this least squares calculation supports the soundness of the pro-
posed perturbation model, with all the relevant interactions dis-
cussed here.

From exploratory calculations of the matrix elements of the
cos 3s and sin 3s operators, in a basis of barrier hindered torsional
states, we conclude that the interactions of vibrational modes with
opposite behavior g or u under the D3d point group (symmetry al-
lowed in non-rigid ethane between the E-torsional components
[21]) cannot be effective unless v4 P 3 in one state at the least.

6. The parallel combination band m8 + m11

The anomalous structure of the absorption related to the
m8 + m11 (A4s + A3s) parallel combination band (the A4s component
is IR allowed and the A3s component is IR forbidden), showing
the effects of a K-crossing at K between 1 and 2, has been accu-
rately described by Pine and Lafferty [14]. Now we can explain
the interaction mechanism. Strong Fermi-type interactions, with
selection rules A4s M A4s and A3s M A3s, and z-Coriolis type interac-
tions, with selection rules A4s M A3s, occur between the m8 + m11
(A4s + A3s) states and the corresponding parallel states
m4 + m11 + m12 (A4s + A3s). The z-Coriolis interaction within the
m8 + m11 system is weak (f + 0.01), but it is strong within the
m4 + m11 + m12 system (f + 0.74, see Table 1). Thus the K-structure
of the m4 + m11 + m12 system is spread by the z-Coriolis coupling its
A4s and A3s components, and crosses the m8 + m11 system at K be-
tween 1 and 2. Several lines of the perturber m4 + m11 + m12 are in
fact observed at these two values of K.

Fig. 5 shows the Q-branches of the m8 + m11 parallel system. The
subbranch with K = 1, just before the crossing, lies far away at the
higher wavenumbers, whereas the subbranch with K = 2 is the one
most displaced to the lower wavenumbers. The sub-branches with
K larger than 2 are progressively less and less displaced to the low
wavenumbers, and eventually a K-turn occurs at K = 4. In fact, the
K-structure tends eventually to degrade toward the lower wave-
numbers, since the A constant in these vibrational states is smaller
than in the ground state. The K-structure of all series of lines with
given J does in fact show a turn at the high wavenumber side, at
K = 4.

We were able to identify 35 transitions left unassigned by Pine
and Lafferty [14]; they are listed in Table 6. Among them are sev-
eral Q-branch lines, with K between 7 and 12, shown in Fig. 5.

The whole mechanism of perturbation of this system is very
complex, and we were not able to perform reliable wavenumber
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fit calculations. One of the main difficulties involved the determi-
nation of the relative energy order of the A4s and A3s components
in both the m8 + m11 and m4 + m11 + m12 systems.

7. The fundamental m5

The parallel fundamental m5 is probably the most complicated
band in this region. Pine and Lafferty [14] observed a strong pertur-
bation with level crossing at K between 4 and 5. They also assigned
62 transitions to the perturber, all starting from K = 4 and 5 in the
ground state. We identified the perturber to be the (+l)-levels of
the perpendicular infrared active combination m2 + m8, on the basis
of the values of its vibrational wavenumber and Coriolis coeffi-
cient. This state is strongly coupled to m2 + m4 + m12 (see Fig. 2 and
Table 1), whose vibrational energy is slightly higher and then clo-
ser to m5, but the (+l)-levels of the two states cross as K increases
because of the different values of f8 (negative) and f12 (positive).
Therefore the state which crosses m5 at K between 4 and 5 is
m2 + m8. Thus all the 62 assignments reported under label D in
[14] should be attributed to m2 + m8, (+l)-side.

An intriguing observation by Pine and Lafferty [14] was that the
torsional splittings in m5 at J close to K are non-zero only for the
even values of K. This should imply, among all the perturbations,
the occurrence of a Fermi-type or z-Coriolis-type interaction sensi-
ble only for the even values of K. In principle, this is possible for the
interaction with a vibrational state with quite large torsional split-
tings, so that only one torsional component would be close enough
to interact with m5. Since the torsional components occur in two
pairs, one pair at the even values of K and the other one at the
odd values of K, the component close to m5 should be one of the first
pair. Most presumably, interactions of this type may occur be-
tween m5 (A4s) and the parallel vibrational state m3 + 2m4 + m6 (A4s)
(Fermi-type interaction), and between m5 (A4s) and the parallel
vibrational state m3 + m4 + 2m9 (A3s) (z-Coriolis-type). In fact, both
combinations lie slightly above m5 (see Fig. 2) and, containing each
one quantum of m3, may show large torsional splittings because of
the mechanism extensively treated in Ref. [24] and recalled at the
end of Section 5.

Table 7 summarizes the assignments available in the 3.3 lm re-
gion. The different numbers of assignments in m7 obtained in this
work (229 K) and in Ref. [14] (119 K) are related to the different
distributions of population at the two temperatures. In the m7 band,
we observe more transitions, reaching a higher value of K00DK (14
against 12) in the high frequency side. However, in the low fre-
quency side, which is more perturbed, the less crowded spectrum
at 119 K can be better analyzed. Therefore Pine and Lafferty [14]
could reach the lowest K00DK value of !12 lower than ours
(K00DK = !10), in spite of the less favorable distribution of
population.

Table 4
Vibration–rotation-torsional parameters (in cm!1) for the matrix elements occurring within vibrational states (Eqs. (1), (2), (3), and (5)). Parameters identical to those in the
ground state are denoted ‘g.s.’ Numbers in parentheses are standard deviations in units of the last quoted digit. The ground state constants were held fixed to values reported in
[2,23].

m7 m8 + m11 m3 + 2m4 + m8 m4 + m11 + m12 m3 + 3m4 + m12 Ground state

m0 2985.040(5) 2931.84(6) 2952.71(3)
X 0.0013(fixed) g.s. 0.0767(fixed) 0.0189
m0(A1s or A3s) 3002.95(4) 2953.8(2)
m0(E3d) 3003.17(6) 2938.0(2)
m0(E3s) 3003.38(5) 2915.4(2)
m0(A3d or A1d) 3003.52(6) 2906.9(2)
A 2.68323(13) 2.6176(17) 2.614672 2.6107(35) 2.664(30) 2.669693
B 0.66292(2) 0.66988(16) 0.653007 0.6513(14) 0.6541(11) 0.66302901
105DJ 0.112(3) g.s. g.s. g.s. g.s. 0.103174
105DJK 0.131(7) g.s. g.s. g.s. g.s. 0.26604
105DK 0.86(10) g.s. g.s. g.s. g.s. 0.885
Af 0.31108(60) 1.4495(4) !1.090(6) !0.442(30) 1.10(3)
103gJ !0.066(3)
103gK !0.60(1)
103F 0.152(3) 0.176(40)
102E !0.33(10) 0.116(50)

Table 5
Vibration–rotation-torsion parameters for the interaction matrix elements (Eqs. (3)–
(6)). The vibrational states are labeled with 1, 2, 3, 4, 5 corresponding to degenerate
states m7, m8 + m11, m3 + 2m4 + m8, m4 + m11 + m12, m3 + 3m4 + m12. Numbers in parentheses
are standard deviations in units of the last quoted digit.

Symbol Interaction Equation Value (cm!1)

W1,2 m7, m8 + m11 (4) 5.8237(322)
WKl1,2 m7, m8 + m11 (4) !0.0786(99)
W13,2 m7, m8 + m11 (4) !0.0028(3)
W1,3 m7, m3 + 2m4 + m8 (4) 2.4200(161)
WKl1,3 m7, m3 + 2m4 + m8 (4) 0.3172(21)
W13,3 m7, m3 + 2m4 + m8 (4) !0.00107(3)
W1,4 m7, m4 + m11 + m12 (4) 0.84(12)
W1,5 m7, m3 + 3m4 + m12 (4) 0.1841(40)
W2,4 m8 + m11, m4 + m11 + m12 (4) 2.888(49)
103F1,2 m7, m3 + 2m4 + m8 (3) 0.306(15)
103F1,4 m7, m4 + m11 + m12 (3) 0.10(fixed)
102E1,2 m7, m8 + m11 (5) 0.7687(99)
104EK1,2 m7, m8 + m11 (5) !0.457(16)
103E1,5 m7, m3 + 3m4 + m12 (5) 0.614(40)
102E1,4 m7, m4 + m11 + m12 (5) !0.214(8)
104E13,4 m7, m4 + m11 + m12 (5) 0.043(2)
104C1,5 m7, m3 + 3m4 + m12 (6) 0.157(13)

Fig. 5. qQ-branches of the parallel system m8 + m11 (A4s + A3s). The numbers above or
below the horizontal bars are J-values, and those to the left or right are K-values.
Some transition lines of the fundamental m7 are marked by a star.
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8. First iteration of a database for the 3.3 lm region

The spectroscopic information available for the 3.3 lm region of
the ethane spectrum in HITRAN 2008 [26] is rather limited. Indeed,
it only includes parameters for the nine strong Q-branches of the m7
band: approximate parameters associated with artificial lines were
obtained by Brown et al. [27] for eight of them and accurate
parameters were determined by Pine and Rinsland [12] for pQ3

near 2976.8 cm!1 using subDoppler molecular-beam spectroscopy
[28]. The GEISA database [29] only includes the latter information,
i.e. the parameters of Pine and Rinsland [12] for the pQ3 branch.

Although the analysis carried out in the present work is far from
complete, it can provide a significantly improved description of the
m7 band. So, we combined positions, lower state energies and
relative intensities of transitions (assuming that only m7 carries

intensity) between 2900 and 3071 cm!1 from the present effort
with recent N2-broadening coefficients [30,31] to generate a data-
base that could be useful for remote sensing. The database summa-
rized in Table 8 is written in the format of HITRAN 2008 [26] and
contains 4969 transitions involving five perpendicular bands
(m8 + m11, m7, m3 + 3m4 + m12, m4 + m11 + m12 and m3 + 2m4 + m8).

Because of perturbations not accounted for in the Hamiltonian
model, some line positions are not correctly predicted. To reduce
the corresponding impact on the database, these calculated posi-
tions were recomputed using empirical upper state energies. These
energies were obtained by adding to the measured positions of as-
signed lines the corresponding lower state energies, calculated
using ground state ro-vibrational constants from [2,23], and were
tabulated as a function of the ethane quantum numbers. In many
cases, more than one unblended transition could be assigned to
the same upper state level so that it was possible to obtain an aver-
aged upper state value with a RMS precision of 0.0015 cm!1 or bet-
ter. These empirical upper states improve the precision of many
predicted positions in the range of quantum numbers summarized
in Table 7. In the database, the altered positions are indicated by
the HITRAN accuracy code = 4 (0.0001–0.001 cm!1) [17], while a
very conservative accuracy code = 2 (0.01–0.1 cm!1) is set for the
remaining predicted positions.

The predicted relative line intensities have been normalized by
inspection of observed and calculated spectra. Their accuracy is
therefore very conservatively characterized by a HITRAN code of
2 (‘‘average or estimate’’) [17]. Self and N2-broadening coefficients
of C2H6 and their temperature dependences were estimated using
the linear expressions reported by Devi et al. for m9 Q branch tran-
sitions at 822 cm!1 [30,31]. They have been applied to all the types
of transitions (P, Q, R) in all the bands. The constants for the linear
equations were applied from K00 = 0–3 for the broadening coeffi-
cients and K00 = 0–9 for their temperature dependence, the maxi-
mum K available being used for higher K transitions in the
present database. The accuracies for broadening coefficients are
conservatively set (HITRAN code = 2) with the warning that the
uncertainty is unknown for J > 31. Finally, a constant value of
!0.004 cm!1/atm (HITRAN code = 1, ‘‘default or constant’’) was
estimated for N2-broadened pressure-induced shifts, from the
average of two air-broadening measurements for rQ0 and pQ3 [28].

Table 6
New assignments in the parallel system, m8 + m11 (A4s + A3s). Line positions are from
this work; the values between parentheses are from [14]. Numbers listed in column
‘‘A’’ are relative absorption line intensities, in arbitrary units. The ground state
vibration–rotation-torsion symmetries in the G36(EM) extended molecular group are
also given. They are all single valued, therefore the ‘‘s’’ subscript to the symmetry
species can be omitted, as in the simpler G36 group. The ground state E00 energies were
calculated using the constants reported in [2,23].

Line position (cm!1) A J0 K0 J00 K00 Sym. E00 (cm!1)

2934.8276 (.8270) 14 13 9 14 9 A1,2 301.6308
2935.6843 (.6835) 18 12 10 13 10 G 321.1685
2936.0577 (.0557) 16 12 9 13 9 A1,2 283.0834
2936.9195 (.- - - - - -) 8 11 10 12 10 G 303.9457
2937.2964 (.2962) 20 11 9 12 9 A1,2 265.8593
2937.6198 (.6196) 14 11 8 12 8 G 231.7730
2938.5442 (.5439) 10 10 9 11 9 A1,2 249.9589
2939.8079 (.8081) 16 9 9 10 9 A1,2 235.3825
2941.3968 (.3967) 7 8 8 9 8 G 188.0411
2941.6823 (.6819) 12 8 7 9 7 G 157.9559
2942.9587 (.9582) 8 7 7 8 7 G 146.0268
2952.4541 (.4522) 20 11 11 11 11 G 330.1342
2952.5702 (.5693) 16 12 11 12 11 G 346.0321
2952.6898 (.6892) 16 13 11 13 11 G 363.2534
2952.7375 (.7375) 27 10 10 10 10 G 273.4712
2952.8193 (.8174) 28 11 10 11 10 G 288.0465
2952.9073 (.9067) 19 12 10 12 10 G 303.9457
2953.0302 (.0293) 13 13 10 13 10 G 321.1685
2953.0507 (.0506) 35 9 9 9 9 A1,2 222.1304
2953.1203 (.1204) 37 10 9 10 9 A1,2 235.3825
2953.1973 (.1970) 28 11 9 11 9 A1,2 249.9589
2953.2829 (.2820) 23 12 9 12 9 A1,2 265.8593
2953.3252 (.3257) 34 8 8 8 8 G 176.1126
2953.3752 (.3749) 17 13 9 13 9 A1,2 283.0834
2953.3837 (.3835) 29 9 8 9 8 G 188.0411
2953.4490 (.4478) 24 10 8 10 8 G 201.2941
2953.5214 (.5215) 21 11 8 11 8 G 215.8715
2953.5628 (.5620) 38 7 7 7 7 G 135.4225
2953.6113 (.6108) 33 8 7 8 7 G 146.0268
2953.6506 (.6497) 25 9 7 9 7 G 157.9559
2966.3725 (.- - - - -) 6 10 9 9 9 A1,2 222.1304
2966.7022 (.7014) 15 10 8 9 8 G 188.0411
2967.7745 (.7736) 11 11 9 10 9 A1,2 235.3825
2968.0987 (.0980) 12 11 8 10 8 G 201.2941
2969.1828 (.1819) 11 12 9 11 9 A1,2 249.9589

Table 7
Summary of present C2H6 quantum assignments at 3.3 lm, and those reported by Pine and Lafferty [14] (given between parentheses).

Band m0 (cm!1) K00DK Jmax Number assigned

m7 (E1d) 2985.040 !10 to 14 (!12 to 12) 30 (26) 1103 (823)
m8 + m11 (E1d) 2931.84 !1 to 1 11 35
m3 + 2m4 + m8 (E1d) 1480.558 !6 22 25
m8 + m11 (A4s, A3s) +2954 K up to 6 (up to 6) 21 (21) 311 (276)
m5 (A4s) 2895.6 (K up to 6) (22) (428)
m2 + m8 (E1d) 2863.1 4, 5 (4, 5) 15 (15) 62 (62)

Table 8
Summary of the line-by-line database for 12C2H6 from 2900 to 3071 cm!1. Fmin and
Fmax are approximate beginning and ending wavenumbers (in cm!1) of the range of
transitions included in each band, along with the number of transitions. The
maximum values of the quantum numbers J and K included are also provided. Note
that 1468 of the line positions are recomputed using empirical upper state levels (see
text).

Bands m0 (cm!1) Fmin Fmax #Lines Jmax Kmax

m8 + m11 2931.84 2902 3053 150 35 10
m4 + m11 + m12 2952.71 2936 3070 39 31 13
m3 + 3m4 + m12 2928.5 2927 3044 51 32 10
m7 2985.040 2900 3071 4409 43 20
m3 + 2m4 + m8 3003.26 2931 3069 320 38 8
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9. Conclusion

Although we could not perform a global numerical analysis and
fit of the whole infrared active CH stretching region of 12C2H6, we
believe that this work represents a significant step toward the
understanding of this part of the spectrum. We believe that we
identified all the most important perturbers and interaction mech-
anisms responsible for the complex observed spectral patterns. We
performed a numerical analysis limited to the m7 fundamental,
accounting for the effect of four perturbing vibrational states.
Moreover, we could find 95 new assignments in the perpendicular
bands m8 + m11 and m3 + 2m4 + m8, and in the parallel system m8 + m11,
to be added to the sound and impressive body of assignments re-
ported by Pine and Lafferty [14]. We also identified as m2 + m8 the
perturber of m5 to whomwe attributed the 62 perturber transitions,
labeled D and correctly assigned by Pine and Lafferty [14] for what
concerns rotational quantum numbers and torsional components.

The predictions from the present work provide quantum num-
ber assignments, lower state energies, and good line positions
when computed from empirical upper state levels, while the re-
cently measured absorption cross sections [15] characterize the
intensity of the overall absorption with better accuracy. The pres-
ent effort will eventually lead to a database for the 3.3 lm region of
the ethane spectrum, to be combined to the database recently cre-
ated for the 7 lm region [11], to form a new ethane compilation for
the HITRAN and GEISA databases. However, further work is needed
to improve the predicted line intensities in both spectral regions.
All this may be relevant, owing to the importance of this spectral
region in the applied research.
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Abstract. The long-term evolution of the vertical column
abundance of carbon tetrafluoride (CF4) above the high-
altitude Jungfraujoch station (Swiss Alps, 46.5◦ N, 8.0◦ E,
3580 m a.s.l.) has been derived from the spectrometric anal-
ysis of Fourier transform infrared solar spectra recorded
at that site between 1989 and 2012. The investigation is
based on a multi-microwindow approach, two encompassing
pairs of absorption lines belonging to the R-branch of the
strongν3 band of CF4 centered at 1283 cm−1, and two ad-
ditional ones to optimally account for weak but overlapping
HNO3 interferences. The analysis reveals a steady accumu-
lation of the very long-lived CF4 above the Jungfraujoch
at mean rates of (1.38± 0.11)× 1013 molec cm−2 yr−1 from
1989 to 1997, and (0.98± 0.02)× 1013 molec cm−2 yr−1

from 1998 to 2012, which correspond to linear growth rates
of 1.71± 0.14 and 1.04± 0.02 % yr−1 respectively refer-
enced to 1989 and 1998. Related global CF4 anthropogenic
emissions required to sustain these mean increases corre-
spond to 15.8± 1.3 and 11.1± 0.2 Gg yr−1 over the above
specified time intervals. Findings reported here are compared
and discussed with respect to relevant northern mid-latitude

results obtained remotely from space and balloons as well
as in situ at the ground, including new gas chromatography
mass spectrometry measurements performed at the Jungfrau-
joch since 2010.

1 Introduction

Carbon tetrafluoride (CF4) or tetrafluoromethane is a per-
fluorocarbon (PFC-14) whose unambiguous presence in the
earth’s atmosphere, from the boundary layer (Rasmussen et
al., 1979) to the stratosphere (Goldman et al., 1979), as well
as its “near inertness” in the atmosphere (Cicerone, 1979)
have raised increasing attention and concern among the sci-
entific community since the 1980s.

Its main anthropogenic source is primary aluminum pro-
duction, during which CF4 is released through “anode ef-
fect” episodes (e.g., Penkett et al., 1981; Khalil et al., 2003).
Since the 1980s, non-negligible CF4 emissions have also
been released increasingly by manufacturing of semiconduc-
tors and other electronic devices (e.g., “plasma etching”; Tsai
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et al., 2002). The only known but poorly quantified natural
sources of CF4 are of lithospheric origin (e.g., Gassmann,
1974; Cicerone, 1979; Harnisch et al., 1996a; Harnisch
and Eisenhauer, 1998; Harnisch, 2000). Recently, Deeds et
al. (2008) presented the first in situ evidence for this litho-
spheric flux, which leads to a background contribution to
atmospheric carbon tetrafluoride that lies between 35 and
45 ppt (parts per trillion dry air mole fraction) with the lower
value favored on the basis of reported accuracies and preci-
sions (for an overview, see Table 2 of Mühle et al., 2010).

PFCs are long-lived species with lifetimes of many thou-
sand years (e.g., Ravishankara et al., 1993). With an atmo-
spheric lifetime estimated to exceed 50 000 yr, CF4 is by
far the longest lived PFC (WMO-2010, 2011). Combined
with a high global warming potential of at least 7390 on a
100 yr time horizon (WMO-2010, 2011), this compound is
a strong greenhouse gas whose anthropogenic emissions are
deservedly targeted for regulation under the Kyoto Protocol
(IPCC, 2001). Because of the absence of atmospheric sinks,
CF4 shows a nearly constant mixing ratio profile throughout
the atmosphere (e.g., Zander et al., 1992, 1996; Nassar et al.,
2006) and its vertical gradient – as quantified, for example,
by Fabian et al. (1996), and Harnisch et al. (1996b) using
stratospheric balloon-borne cryogenic air sampling between
1987 and 1995 – is only caused by a delayed propagation of
the ground-based emissions to higher altitudes. The presence
of CF4 in the stratosphere was first reported by Goldman
et al. (1979) who identified the strongν3 band of CF4 at
1283 cm−1 in a solar limb spectrum recorded in 1978 at
25 km altitude, from aboard a balloon platform. Its verti-
cal profile between 15 and 50 km was derived by Zander
et al. (1987) from ATMOS (Atmospheric Trace MOlecule
Spectroscopy; Farmer, 1987) solar limb observations during
the Spacelab 3 shuttle mission in 1985, from subsequent
MkIV FTIR balloon flights (e.g., Toon, 1991; Sen et al.,
1996), and from the satellite ACE-FTS instrument (Atmo-
spheric Chemistry Experiment Fourier Transform Spectrom-
eter, e.g., Bernath et al., 2005; Brown et al., 2011).

Recent ground-level air sampling and in situ measure-
ments of CF4 in both hemispheres (e.g., Khalil et al., 2003;
Mühle et al., 2010) or remotely from space (e.g., Rinsland
et al., 2006; Brown et al., 2011) have indicated a signifi-
cant slowdown in the rate of increase of atmospheric CF4,
attributed to efforts undertaken by the aluminum industry
to limit its emissions during “anode effect” episodes (Inter-
national (Primary) Aluminium Institute, 1996, 2009). How-
ever, significant uncertainties remain, amongst others due to
the increase of Chinese aluminum production and insuffi-
ciently defined emission factors for Chinese smelters (Inter-
national Aluminium Institute, 2013). Additionally, the mag-
nitude and temporal evolution of CF4 emissions from the
semi-conductor industry remain very unclear, despite efforts
by the World Semiconductor Council to reduce their emis-
sions (WSC, 2013). Based on the inversion with a 2-D box
model of a selected subset of AGAGE (Advanced Global

Atmospheric Gases Experiment) ground-level measurements
in both hemispheres from the early 1970s to 2008, Mühle
et al. (2010, Fig. 4) derived global CF4 emissions which in-
creased during the 1970s to reach their maximum during the
early 1980s (17.5± 1 Gg yr−1) and subsequently declined
progressively to stabilize at about 11 Gg yr−1 by 2000 un-
til 2008. We refer the reader to Mühle et al. (2010) and ref-
erences therein, for a detailed and exhaustive discussion re-
garding the evolution of CF4 in the global troposphere from
1973 to 2008.

This paper reports on the mean evolution of the vertical
carbon tetrafluoride loading integrated over the free tropo-
sphere and stratosphere above the high-altitude Jungfrau-
joch station, derived from the spectrometric analysis of
Fourier transform infrared (FTIR) solar observations made
at that site between 1989 and 2012. Related findings are
compared with relevant ones also obtained remotely from
space- and balloon-borne solar observations, with new in
situ gas chromatography mass spectrometry (GCMS) mea-
surements performed by Empa (Laboratory for Air Pollu-
tion/Environmental Technology) at the Jungfraujoch since
2010, as well as with recently reconstructed in situ ground
level baseline growth rates of CF4 in both hemispheres, re-
ported by Mühle et al. (2010). Our concluding remarks in-
clude recommendations for improving the relative accuracies
of spectroscopic CF4 line parameters which currently remain
estimated at± 6 %, as compared to the achieved 1–2 % for
the in situ data.

Since 1990, the University of Liège research activities
are performed within the frame of the Network for the De-
tection of Atmospheric Composition Change (NDACC; see
http://www.ndacc.org).

2 Instrumentation and original data sets

2.1 FTIR remote-sensing measurements and retrieval
strategy

The long-term CF4 time series presented and analyzed in this
study has been derived from the analysis of solar spectra
recorded between January 1989 and December 2012 under
clear-sky conditions at the high-altitude International Scien-
tific Station of the Jungfraujoch (hereafter ISSJ; Swiss Alps,
46.5◦ N, 8.0◦ E; 3580 m a.s.l.). The recordings were made
with two very high spectral resolution FTIR spectrometers, a
“home-made” instrument primarily used until 1995, and pro-
gressively replaced by a faster, more sensitive commercial
Bruker-120 HR instrument (Zander et al., 2008).

The initial database investigated here consists of over 5500
spectra recorded with an optical filter covering the 750 to
1400 cm−1 spectral region, thus encompassing the strongest
infrared band of CF4 – the ν3 centered at 1283 cm−1.
Spectral resolutions (defined as the reciprocal of twice the
maximum optical path difference) alternate between 0.004
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and 0.006 cm−1, depending on the rate of solar zenith an-
gle variation during the day, and scanning time of successive
recordings. Signal-to-noise (S/N) ratios vary between 150 to
more than 2500 (average spectra resulting from several suc-
cessive individual Bruker scans, predominantly around mid-
day, when solar zenith angles vary slowly).

The spectral analyses were performed with the SFIT-2
v3.91 fitting algorithm, a code based on the optimal estima-
tion formalism of Rodgers (1976) and specifically developed
to retrieve vertical column abundances and mixing ratio pro-
files of atmospheric gases from FTIR observations (Connor
et al., 1995; Rinsland et al., 1998). This code has been suc-
cessfully intercompared with the PROFFIT retrieval algo-
rithm (e.g., Hase et al., 2004; Duchatelet et al., 2010), the
other tool in use by the NDACC FTIR community for moni-
toring numerous tropospheric and stratospheric target gases,
worldwide.

Line parameters adopted in the spectral fitting process
were taken from the HITRAN 2004 spectroscopic compila-
tion (Rothman et al., 2005), including the August 2006 up-
dates (e.g., Esposito et al., 2007). For CF4, we selected a set
of pseudo-lines whose intensities and temperature-dependent
parameters were derived by one of us (G.C.T.) from a series
of high-resolution and high-S/N laboratory spectra recorded
by Nemtchinov and Varanasi (2003) under pressure and tem-
perature conditions typical of those encountered in the at-
mosphere. These pseudo-lines were also used for all CF4 re-
mote sensing measurements intercompared in Sect. 3 with
our ISSJ findings.

The model atmosphere adopted above the 3.58 km
Jungfraujoch altitude consists of a 39 layer scheme with pro-
gressively increasing thicknesses to reach 100 km altitude.
The pressure-temperature profiles are those specifically com-
puted for the ISSJ location on a daily noontime basis by
the National Centers for Environmental Prediction (NCEP,
Washington, DC; seehttp://www.ncep.noaa.gov).

While most of the Q- and R-branch features of theν3 band
of CF4 can be used for remote sensing retrievals from space
between about 15 and 50 km altitude (see Fig. 18 in Zander
et al., 1987), strong absorptions by H2O, HDO, N2O, CO2,
CH4, and weaker ones (i.e., by HNO3, ClONO2 and further
H2O isotopologues) combine to heavily interfere with CF4
features in low altitude spectra. Consideration of the relative
importance of these interferences in typical solar recordings
at the high-altitude, rather dry ISSJ site led us to adopt as
“RUN 1” the spectral interval from 1284.73 to 1285.15 cm−1

displayed in Fig. 1, which encompasses 6 of the strongest
R-branch features of the CF4 ν3 band. Because of the poor
fitting over the two middle CF4 features, severely affected
by H2O and HDO interferences, we excluded from our ini-
tial database all spectra whose water vapor content exceeded
8×1021 molec cm−2, as well as those observed at solar zenith
angles larger than 75 degrees to also minimize line-wing de-
pression by the strong N2O line centered at 1284.7 cm−1.
In addition and as illustrated in Fig. 1, we restricted the

subsequent “RUN2” to a composite window in which only
the CF4 profile was further adjusted. Frame B shows that the
RMS (root mean square) residuals reduced by about a fac-
tor 2 in RUN 2 as compared to RUN 1. This RMS decrease
was confirmed over the entire database, while the related CF4
columns reduced by less than 0.7 % on average.

The a priori vertical concentration profile for the CF4 tar-
get gas was set constant at 72 ppt throughout the atmosphere
above ISSJ, consistent with values and associated uncertain-
ties derived for the stratosphere (in the 15 to 45 km altitude
range) from nearly 1400 solar occultations performed be-
tween February 2004 and mid-2012 in the 36.5 to 56.5◦ N
latitude zone by the ACE-FTS instrument. As there is poor
vertical information content in the individual spectra, the
constant a priori profile was simply scaled during our fitting
procedure.

For all interfering molecules, averaged mixing ratio pro-
files based on WACCM (the Whole Atmosphere Community
Climate Model; e.g., Chang et al., 2008) model predictions
for the 1980–2020 period and the ISSJ station were used as
a priori. To reliably account for the weak interfering absorp-
tion features by HNO3 (see Frame A of Fig. 1), its concen-
tration profile was pre-retrieved for each spectrum from a si-
multaneous fit to two NDACC-dedicated spectral intervals
(i.e., 867.05–870.00 and 872.25–874.00 cm−1; see Wolff et
al., 2008). It was then assumed in the consecutive fitting
steps RUN 1 and RUN 2. During RUN 1, the vertical dis-
tributions of CF4, CO2, N2O, HDO, H2O, H2O2, H2

17O and
H2

18O were independently scaled while in RUN 2, only the
CF4 profile was further adjusted. A S/N ratio of 500, com-
mensurate with the noise level of most retained spectra, was
adopted throughout the spectral fitting calculations. Inspec-
tion of an exo-atmospheric solar atlas by Farmer and Nor-
ton (1989) revealed only a very weak solar absorption feature
at 1284.7666 cm−1. It was neglected in the SFIT-2 retrievals,
after verification that it had negligible influence on the CF4
results.

After further exclusion of observations with S/N ratios
lower than 300 and of high and low individual-carbon
tetrafluoride-column outliers falling out of the± 2.5σ confi-
dence interval, the retained database upon which the results
and discussion in Sect. 2.2 are based includes 3034 individual
CF4 column measurements above ISSJ, encompassing 1272
observational days.

Table 1 provides an error budget resulting from major in-
strumental and analytical uncertainties that may affect typi-
cal individual CF4 column amounts above the site. They were
evaluated according to referenced comments or perturbations
to a representative subset of spectra. As is often the case
when dealing with relatively “new anthropogenic” molecules
(for which detailed fundamental spectroscopic laboratory
studies are in progress and await validation), the largest sys-
tematic error in this work results from the CF4 pseudo-line
parameters (intensities and temperature dependences), which
we set at± 6 % on the basis of evaluations discussed by
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Fig. 1. Frame A displays the characteristic absorptions of CF4 and the five most significant interfering gases in the “Run 1” micro-window
selected for our CF4 retrievals, computed for a typical ISSJ observation on 1 April 2000 (at 63.46◦ apparent solar zenith angle and 0.006 cm−1

resolution). Their combination results in the black simulation trace (labeled “Sim.”) which, compared to the actual observation (green curve,
labeled “Obs.”) leads to the red residuals (observed minus calculated signals) in Frame B. Because of strong perturbations by the H2O and
HDO interferences, this initial “Run 1” was followed by a second composite “Run 2”, with corresponding residuals displayed by the thick
green trace in Frame B.

Irion et al. (2002). A “quality-test” performed with a syn-
thetic line-list covering the R-branch of the CF4 ν3 band, re-
cently released by Boudon et al. (2011), will be evoked in
Sect. 3.

2.2 GCMS in situ measurements

The second original data set reported for the first time in this
paper results from ground-based gas chromatography – mass
spectrometry measurements conducted at ISSJ by Empa. The
analyses are performed with a Medusa instrument described
in detail by Miller et al. (2008), using 2 L of cryogenically
trapped air alternated with measurements of a standard to
calibrate the instrument. This leads to one air measurement
every two hours. The CF4 measurements at ISSJ began in
2008 but due to some instrumental difficulties, data are only
reported here from 2010 onwards. Their precision is∼ 0.4 %
while the accuracy is estimated at 1–2 %. The measurements
are based on the Scripps Institution of Oceanography (SIO)
SIO-2005 calibration scale and are tightly linked into the
AGAGE network.

3 Results and discussion

Figure 2 reproduces the daily mean vertical column abun-
dances (expressed in numbers of CF4 molecules per
square cm; left vertical scale) derived above ISSJ between
1989 and 2012. They have been normalized to the mean local
pressure monitored at the site during the past decades (i.e.,
654 hPa) versus the daily surface pressure measured at noon-
time. The database reveals the relative sparseness and disper-
sion of the daily mean columns prior to about 1995, resulting
from less frequent observations with the home-made instru-
ment and their lower S/N ratios. However, as no statistically
significant difference was observed between day-coincident
CF4 columns by both instruments, they have been merged in
the post-1995 daily mean averages.

The right side scale of Fig. 2 reproduces the mean con-
stant mixing ratio above ISSJ as returned by the SFIT-2 code
on the basis of the physical P-T model atmosphere adopted
for each day. The uncertainty on the conversion from left-
to-right scale is less than± 3 %. These mixing ratios cor-
respond to moist air values. However, correction factors to
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Table 1.Major sources of random and systematic errors on typical individual CF4 total column retrievals above the Jungfraujoch.

Error sources Max. error (%) Comments

Random errors

Spectra quality 4 Zero offset, S/N and instruments bias
H2O and HDO a priori profiles 3 Changes by a factor 2 in a priori slope and local altitude variability
Temperature/pressure profile 4±4 K around NCEP noon profile; also column to mixing ratio conversion
Modeling of wing slopes 2 Water vapor and N2O wing slopes affecting the local continuum

TOTAL ∼ 7

Systematic errors

CF4 spectroscopy 6 According to Irion et al. (2002)
H2O and HDO spectroscopy 2 Assuming the HITRAN-04 uncertainties
CF4 profile 3 Mixing time uncertainty
Forward model 1 Retrieval algorithm-related
ILS 2 ±10 % misalignment and instruments bias

TOTAL ∼ 7

get dry air mole fractions would be very small, since only
the driest observations were retained here (water vapor col-
umn of maximum 8×1021 molec cm−2, for an air column of
∼ 1.4× 1025 molec cm−2 above ISSJ).

At first glance, two major features emerge from Fig. 2,
namely

i. the large increase of the CF4 column loading above
ISSJ by 2.8× 1014 molec cm−2 between 1989 and
2012, corresponding to+35 % when referenced to
1989. This increase is entirely of anthropogenic ori-
gin; it jumps to over 80 % when the “natural” back-
ground level of∼ 35 ppt, recently reported by Worton
et al. (2007) and Mühle et al. (2010), is taken into
account. As about one third of the atmospheric mass
is located below the Jungfraujoch altitude (mean
pressure= 654 hPa) and assuming that the very sta-
ble CF4 gas is uniformly distributed through the
atmosphere, its increase above ISSJ translates into
a total column change above sea level equal to
+4.35× 1014 molec cm−2, from 1989 to 2012. Glob-
ally, this has required a cumulated anthropogenic CF4
emission at the ground totaling nearly 320 Gg over that
time frame.

ii. a significant slowing of the rate of CF4 accumula-
tion which we first evaluated by splitting the entire
database into two subsets, that is, before and after
1 January 1998, respectively, the blue and green plus
(+) symbols in Fig. 2. Application of the statistical
bootstrap re-sampling method developed by Gardiner
et al. (2008; a tool based on a Fourier series that al-
lows calculation, at the 2σ confidence level, of the
long-term linear component as well as the seasonal
modulation of a given data set), returned mean linear
yearly increases above ISSJ of (1.38± 0.11)× 1013

and (0.98± 0.02)× 1013 molec cm−2, respectively, for
the periods 1989–1997 and 1998–2012. Extrapolation
of these increases down to sea level, as done in the
previous paragraph, translates into yearly total col-
umn changes above sea level equal to (2.14± 0.17)
× 1013 and (1.50± 0.03) × 1013 molec cm−2. Glob-
ally, these changes require CF4 emission rates equal
to (15.8± 1.25) Gg yr−1 and (11.1± 0.2) Gg yr−1 for
the above mentioned periods.

When taking into account a reasonable lag time of three
years for ground-level emissions to uniformly mix in the
free troposphere and in the stratosphere (e.g., Fabian et al.,
1996; Waugh and Hall, 2002; Anderson et al., 2000; Stiller
et al., 2008; Diallo et al., 2012), these derived CF4 emission
rates are commensurate with the 1986 to 2009 time averaged
global emission estimates reported by Mühle et al. (2010,
Table 6, i.e., 14.6 and 10.8 Gg yr−1, for the 1986–1994 and
1995–2009 periods, respectively). A noticeable CF4 seasonal
cycle (close to 2 %, peak-to-peak amplitude) also deduced
with the bootstrap re-sampling tool (Gardiner et al., 2008)
is essentially ascribable to the seasonal variation of temper-
ature versus pressure ratios in our adopted layered model
atmosphere and to resulting impacts upon temperature- and
pressure-dependent line intensities and half widths.

In a second evaluation approach, the CF4 database was
“modeled” with both a second order function and a nonpara-
metric least-squares fit, respectively displayed in Fig. 2 by
the black- and red curves. For the red curve, a local smooth-
ing technique is applied, assuming a Gaussian weighting
function and sampling 20 % of the data points at once. The
actual bandwidth progressively considers all the measure-
ments along thex axis (see Rinsland et al., 2003; and ref-
erence therein). Discrete six-year time averaged trends deter-
mined from tangential derivatives to the black line at 1992.0,
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Fig. 2. FTIR time series of CF4 daily mean vertical column abundances above the Jungfraujoch (expressed in numbers of CF4 molecules
per square cm), normalized to a mean local pressure of 654 hPa. The solid black and red curves correspond to a second order fit and a
20 % smoothing function to the data points, respectively. The coefficients of the second order black curve are (from the highest order to
the independent term):−0.0194, 78.72 and−79835, in units of 1013molec cm−2. In the same units and rank, the coefficients of the linear
regression are 1.385,−2675 and 0.979,−1862, for the 1989–1997 (blue) and 1998–2012 (green) time periods, respectively. The right side
scale corresponds to the conversion of our measured columns into mean constant mixing ratios above the site, expressed in ppt (parts per
trillion).

1998.0, 2004.0 and 2010.0, and related global emissions are
provided in Table 2. The latter are in line with the signifi-
cant slowing in the CF4 emission rates at the ground that be-
gan during the late 1980s, amplified during the early 1990s
and leveled off subsequently, as synthesized by Mühle et
al. (2010, Fig. 4). The mean global emission of 17.6 Gg yr−1

derived here for the 1989 to 1994 time interval is in good
agreement with the mean increase rate of 18 Gg yr−1 derived
by Zander et al. (1996) from upper stratospheric CF4 mea-
surements made in the northern hemisphere by the ATMOS
FTIR instrument during the shuttle missions that occurred
between 1985 and 1994 (Gunson et al., 1996).

The small but noticeable differences between the red- and
black curves in Fig. 2 are indicative of slow temporal growth
regime changes by up to+/−1.5 Gg yr−1 around the second
order fit.

A “quality-test” covering our entire database, performed
by replacing the adopted CF4 pseudo-lines by the synthetic
line parameters of Boudon et al. (2011), as included in
the “supplemental” section of the Hitran 2008 compilation
(Rothman et al., 2009), led to the following appreciations:
(i) the line positions are good; (ii) on average, the fitting
residuals are∼ 30 % higher; (iii) the retrieved CF4 columns
are consistently larger by∼ 25 %. We believe that this last
observed difference may result from the fact that the Boudon

line list, currently restricted to theν3 R-branch, is only based
on one high-resolution FTIR laboratory spectrum at 296 K
and a low pressure of 0.17 torr, while the pseudo-lines were
derived from a large set of spectra recorded at numerous
typical pressure and temperature sets encountered through-
out the atmosphere (Nemtchinov and Varanasi, 2003). How-
ever, another possible explanation is that this significant bias
might also result from contributions, for example, by under-
lying hot bands of CF4 not present in the Boudon line list
(Rothman et al., 2009), while they are captured by cross-
section measurements.

The conversion of our measured CF4 column abundances
into mean constant mixing ratios above ISSJ (see vertical
scales in Fig. 2), assuming that this molecule is uniformly
mixed throughout the entire atmosphere, allows some com-
parison with ground-level in situ- and FTIR solar occultation
measurements from balloon- and space-based platforms. A
few relevant examples, referring to data obtained at northern
mid-latitudes, are displayed in Fig. 3, where the thick black
line corresponds to the mixing ratios associated to the sec-
ond order black curve fitted in Fig. 2 to our daily mean CF4
columns above the site. The green curve reproduces an ex-
cerpt of the 1973 to 2010 assimilated monthly CF4 mixing
ratios for the northern extra-tropics (i.e., 30–90◦ N), based
on AGAGE archived air samples and in situ measurements

Atmos. Meas. Tech., 7, 333–344, 2014 www.atmos-meas-tech.net/7/333/2014/



E. Mahieu et al.: Spectrometric monitoring of atmospheric CF4 above the Jungfraujoch station since 1989 339

Table 2.Discrete six-year time averaged CF4 trends based on tangential derivatives to the black line of Fig. 2, and corresponding emissions
at 1992.0, 1998.0, 2004.0, and 2010.0.

Data source 1989–1994 1995–2000 2001–2006 2007–2012

Columns above ISSJ in 1013molec cm−2 yr−1 1.53± 0.41 1.29± 0.11 1.05± 0.07 0.82± 0.08
Corresponding global emissions in Gg yr−1 17.6± 4.7 14.8± 1.25 12.0± 0.8 9.4± 0.9
Emissions from in situ measurements in Gg yr−1* 15.1± 0.7 12.4± 0.6 11.0± 0.6 10.6± 0.4

* from Mühle et al. (2010), assuming a lag time of 3 yr for ground-level emissions to propagate in the free troposphere and stratosphere.

Fig. 3. Comparison between selected CF4 mixing ratio time series and trends deduced from infrared remote-sensing and in situ surface
measurements (see legend and text for their identification). The various data sets can all be reconciled in term of absolute concentration
when accounting for the associated uncertainties affecting the retrieved quantities (calibration scales, line parameters) and time needed for a
thorough mixing of CF4 throughout the atmosphere. See text for details.

performed at Mace Head (Ireland) and at Trinidad Head (Cal-
ifornia, USA), and reported on the recent SIO-2005 calibra-
tion scale by Mühle et al. (2010) with a stated accuracy of
∼ 1 to 2 %. The green open circles show the monthly mean
CF4 mixing ratios at the ISSJ site measured by Empa within
AGAGE, also reported on the SIO-2005 calibration scale,
and in excellent agreement with the other AGAGE data. The
pink open triangles correspond to yearly averaged CF4 mix-
ing ratios derived by Khalil et al. (2003) from clean air sam-
ples collected at Cape Meares (45.5◦ N; OR-USA) and re-
ported on the MPAE 86 (Max Planck Institute for Aeronomy)
calibration scale which has a stated uncertainty of∼ 10 %
(Fabian et al., 1996). The pink star corresponds to a CF4 mix-
ing ratio of 77.8± 0.6 ppt derived from one air sample col-
lected in Tokyo (35.6◦ N) in August 2003, using a specific

calibration approach based on the atmospheric80Kr abun-
dance as reference; no calibration accuracy is reported (Aoki
and Makide, 2005). The second order curve fitted to the pink
triangles and the star is a typical representation of numerous
ground-based monitoring efforts conducted in situ at north-
ern mid-latitudes during the late 1970s onwards, as illus-
trated in Fig. 1 of Mühle et al. (2010). The latter showed
that the MPAE 86 and UEA (University of East Anglia) cali-
bration scales adopted during these earlier activities have re-
ported uncertainties ranging by up to± 15 % and that related
measurements can thus be reconciled with the recent, much
more accurate ones based on the SIO-2005 calibration scale
(1–2 %).

The filled orange circles represent stratospheric monthly
mean CF4 mixing ratios between 20 and 45 km altitude,
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Table 3.Annual rate of increase expressed in ppt yr−1 for atmospheric CF4 computed for three reference times.

Data source 1990.0 2000.0 2010.0 Reference/Accuracy in %

Cape Meares
+ Tokyo

0.85 0.59 – Khalil et al. (2003)/MPAE 86 (±10 %)
Aoki and Makida (2005)

AGAGE
+ Empa

1.08
–

0.69
–

0.67
0.63

Mühle et al. (2010)/SIO-05 (±1–2 %)
Empa/SIO-05 (±1–2 %)

ULg-FTIR 1.09 0.82 0.58 This work – see Table 1 (±7 %)

ATMOS+MkIV
+ACE-FTS

1.40
–

0.95
–

–
0.60

Rinsland et al. (2006) (±11 %)
This work (±7 %)

derived from over 1400 solar occultation measurements (Ver-
sion 3 products; Boone et al., 2013) in the 36.5 to 56.5 north-
ern latitude zone between 2004 and 2012 with the satellite-
embarked ACE-FTS instrument (Bernath et al., 2005). The
four orange square symbols reproduce updated mean strato-
spheric CF4 mixing ratios between∼ 20 to 40 km altitude,
derived from the 1985, 1992, 1993 and 1994 ATMOS mis-
sions (Version 3; Irion et al., 2002) as reported by Rinsland
et al. (2006). Finally, the filled green triangles correspond to
the average mixing ratios between 10 and 35 km altitude de-
rived from individual MkIV balloon flights performed over
1990 to 2007, between 33 and 68◦ N latitude (e.g., Sen et
al., 1996). The error bars associated to the ATMOS, MkIV
and ACE data points represent the standard deviations of the
means. As all the space- and balloon-borne CF4 retrievals
were performed using the same cross-section parameters, not
only for R-branch features but also for the strong Q-branch
of the CF4 ν3 band, we assumed that they could reasonably
be interlinked with a 2nd order fitting, represented in Fig. 3
by the blue curve. It clearly shows the significant but slow-
ing increase of CF4 throughout the stratosphere over the past
decades. The limited number of spectra recorded by ATMOS
during the short pioneering US shuttle flights, as compared to
the ongoing ACE-FTS mission, clearly shows the advantage
of regular, long-term monitoring approaches, which is also
true for ground-based investigations. Table 3 provides mean
annual mixing ratio increases determined by taking deriva-
tives at 1990.0, 2000.0, and 2010.0 to the continuous curves
displayed in Fig.3.

The dashed horizontal line in Fig. 3 corresponds to the
natural background level of∼ 35 ppt recently reported by
Worton et al. (2007) and Mühle et al. (2010); it has been
drawn here to better illustrate the relative anthropogenic con-
tribution to the total CF4 atmospheric burden which, since the
turn into the 21st century, has overtaken the natural loading.

The differences between the various data sets displayed in
Fig. 3 are obviously linked, at least partially, to atmospheric
transport and can be ascribed to the fact that the instruments
involved sound different layers of the atmosphere, namely
the boundary layer for AGAGE and Empa as well as Cape
Meares and Tokyo, the free troposphere and stratosphere

for our FTIR observations, and the stratosphere only for the
satellite and balloon data. Consequently, changes in the emis-
sions of a long-lived gas at the ground will mix in the global
troposphere within 1 to 2 yr, and propagate in the strato-
sphere by upwelling via the tropical pipe, reaching 20 km
mid-latitudes within 3 to 5 yr (e.g., Elkins et al., 1996; Stiller
et al., 2008). Examples of such time delays have also been
reported by Anderson et al. (2000) who found that the inor-
ganic chlorine and fluorine loadings in the upper stratosphere
lag the related organic loadings at the ground by 4.5 to 5.5 yr.
Inputs from the two-dimensional 12-box model of Mühle et
al. (2010) indicate for 30–90◦ N a mean difference between
the tropospheric and stratospheric mixing ratios of 2 ppt over
the last decade and of more than 3 ppt in the early 1980s,
when the CF4 emissions were stronger. In order to assess the
adequacy (and possible bias) of having adopted a constant
distribution in our column retrieval calculations and mixing
ratio conversion, we built an a priori profile accounting for
the time needed for CF4 emitted at the ground to propagate
and mix in the stratosphere. Since the 12-box model only in-
cluded a single stratospheric level, we based the construction
of our a priori CF4 distribution on a profile of mean age of
stratospheric air parcels produced by Diallo et al. (2012), us-
ing ERA-Interim reanalyses and a Lagrangian model. Their
findings have been confronted to satellite, aircraft and bal-
loon observations, showing good agreement, including at
northern mid-latitudes. For this region of the atmosphere of
interest here, Figs. 2 and 6 of Diallo et al. (2012) provide
profiles of mean age of air, with values close to 2 yr at 16 km,
3 yr at 18 km, 4 yr at 20 km and more than 6 yr above 25 km
(i.e., showing a gradient of approximately 0.5 yr per km in the
lower mid-latitude stratosphere). Assuming the CF4 annual
rate of change which prevailed over the last decade as derived
by AGAGE (i.e., 0.7 ppt per year), our a priori profile was
built such as to present a mixing ratio difference with the sur-
face concentration of−1.4 ppt at 16 km,−2.1 ppt at 18 km,
−2.8 ppt at 20 km, and so on, up to a constant difference of
−4.5 ppt for altitudes above 25 km. All the observations of
2009 were refitted with this non-constant vertical distribu-
tion, returning total columns on average 2.5 % higher. Con-
version of these columns into corresponding surface mixing
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ratios resulted in values systematically higher by 3.7 %, or
+2.9 ppt with respect to our standard run assuming a constant
vertical distribution. Applying a vertical shift of+2.9 ppt to
the FTIR function for 2009 brings it in very good agreement
with the AGAGE and Empa time series, as indicated by the
dashed red segment matching the green curve and open cir-
cles in Fig. 3. This result gives good credibility on the abso-
lute scale (1–2 %) provided by the SIO-2005 calibration stan-
dard as well as by the CF4 spectroscopic parameters used in
our analyses.

Nonetheless, it remains that the uncertainties associated
with the various CF4 remote data sets presented in Fig. 3,
namely 7 % for ISSJ (see Table 1), 11 % for ATMOS
(Rinsland et al., 2006), 10 % for MkIV (Sen et al., 1996)
and 7 % for the recent ACE-FTS data (Brown et al., 2011;
Rinsland et al., 2006) have to be maintained as such, until
further spectroscopic laboratory and related theoretical in-
vestigations narrow these uncertainties.

4 Summary and conclusions

Since the 1980s, the presence of carbon tetrafluoride (CF4)

in the earth’s atmosphere has attracted increasing attention
for three reasons, namely (i) its continued accumulation in
our atmosphere, (ii) its extremely long lifetime, and (iii) its
high global warming potential, 7390 times larger than that
of CO2, justifying priority recommendations by the Kyoto
Protocol for CF4 monitoring and regulation. In response to
these recommendations, strongly endorsed by the Network
for the Detection of Atmospheric Composition Change, we
have reported the first spectrometric measurement from the
ground of the atmospheric CF4, and their comparison with
recently reported ground-level in situ mixing ratios which
have a quoted accuracy of 1 to 2 % (Mühle et al., 2010).

Owing to the location of the Jungfraujoch (3.58 km a.s.l.)
above the polluted and wet boundary layer of the low tro-
posphere, we have established a special retrieval procedure
that minimizes the perturbations by numerous interfering at-
mospheric gases, in particular the residual H2O and HDO
above the site (see Fig. 1), and successfully determined with
an accuracy of± 7 % the loading of CF4 throughout the free
troposphere and the stratosphere (i.e., over two thirds of the
total mass of the atmosphere) between 1989 and 2012. The
spectrometric analysis of a subset of solar spectra recorded at
ISSJ during this period (i.e., over 3000 spectra, encompass-
ing 1272 days) has allowed, for the first time, the measure-
ment of the long-term evolution of the CF4 column abun-
dance from ground-based remote FTIR observations.

As illustrated in Fig. 2, the yearly mean CF4
column increase above ISSJ was found equal to
(1.38± 0.11)× 1013 molec cm−2 between 1989 and
1997, and (0.98± 0.02)× 1013 molec cm−2 from 1998
to 2012. Globally, these increases require 15.8± 1.3
and 11.1± 0.2 Gg yr−1, respectively, resulting from

anthropogenic CF4 emissions at the ground in the earlier
part of the record, primarily from the aluminum indus-
try, and in the latter part also from the manufacturing of
electronic devices. The significant slowing in the rate of
increase is probably the result of efforts undertaken by the
aluminum industry to comply with recommendations from
the Kyoto Protocol. Considering our uncertainty, which is
almost entirely due to the quality of the CF4 spectroscopic
parameters adopted here (± 6 %), our findings are in good
agreement with results derived by Mühle et al. (2010)
based on selected ground level in situ measurements in the
Northern Hemisphere from 1973 to 2008, and by new in situ
GCMS measurements performed since 2010 by Empa at the
Jungfraujoch. Moreover, we showed that the adoption of a
vertical distribution for CF4, accounting for the time needed
for this very long-lived species to propagate and mix in the
stratosphere, provided FTIR converted mixing ratios in very
good agreement with the AGAGE data sets, giving good
confidence in the absolute mixing ratios derived from the
analyses involved here for both techniques.

We also note that the CF4 FTIR time series is in excellent
agreement (within 2 %) with solar occultation measurements
made from satellites (ATMOS, ACE) and balloons (MkIV).
This demonstrates the reliability of the spectral fitting proce-
dures for retrieving CF4 from the ground, in particular, the
handling of the interfering H2O lines (which are negligible
in solar occultation retrievals above 10 km altitude).

During this study, we noticed that a synthetic CF4 linelist
produced by Boudon et al. (2011) was available in the formal
HITRAN 2008 compilation (Rothman et al., 2009). Running
our entire data set with these line-by-line parameters showed
a reasonably good fit of the CF4 line positions and contours.
However, the retrieved column abundances were consistently
larger by∼ 25 % than those derived with the pseudo-lines
adopted here. This corroborates a conclusion by Boudon et
al. (2011), stating that “the new linelist is still approximate
concerning line intensities”. We strongly encourage the con-
tinuation of such fundamental efforts aimed at improving
the accuracy of line parameters for important atmospheric
species.

Finally, we expect that the new in situ local measure-
ments of CF4 performed by Empa at the Jungfraujoch within
AGAGE open interesting possibilities for in-depth statisti-
cal intercomparison with our FTIR time series. This side-
by-side, high-mountain operation is currently unique, world-
wide, and is complementary in terms of techniques involved,
vertical atmospheric coverage and, hopefully, long-term reg-
ular operation.
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Abstract. We present a detailed budget of formic and acetic
acids, two of the most abundant trace gases in the atmo-
sphere. Our bottom-up estimate of the global source of
formic and acetic acids are∼1200 and∼1400 Gmol yr−1,
dominated by photochemical oxidation of biogenic volatile
organic compounds, in particular isoprene. Their sinks
are dominated by wet and dry deposition. We use the
GEOS-Chem chemical transport model to evaluate this bud-
get against an extensive suite of measurements from ground,
ship and satellite-based Fourier transform spectrometers, as
well as from several aircraft campaigns over North Amer-
ica. The model captures the seasonality of formic and acetic
acids well but generally underestimates their concentration,
particularly in the Northern midlatitudes. We infer that the
source of both carboxylic acids may be up to 50% greater
than our estimate and report evidence for a long-lived miss-
ing secondary source of carboxylic acids that may be asso-
ciated with the aging of organic aerosols. Vertical profiles

Correspondence to:F. Paulot
(paulot@caltech.edu)

of formic acid in the upper troposphere support a negative
temperature dependence of the reaction between formic acid
and the hydroxyl radical as suggested by several theoretical
studies.

1 Introduction

Formic (HCOOH, hereafter FA) and acetic (CH3COOH,
hereafter AA) acids are among the most abundant and ubiq-
uitous trace gases in the atmosphere. They have been de-
tected in remote, rural, polar, marine and urban environments
in the gas-phase as well as in clouds and in aerosols (Keene
and Galloway, 1988; Chebbi and Carlier, 1996; Khare et al.,
1999).

Sources of FA and AA include direct emissions from
biomass burning, biofuel, fossil fuel, soil, vegetation, as well
as secondary production from gas-phase and aqueous pho-
tochemistry (Chebbi and Carlier, 1996; Khare et al., 1999).
Measurements of the isotopic composition of FA and AA
have shown that they are primarily composed of modern
carbon (Glasius et al., 2000, 2001), consistent with major
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biogenic and biomass burning sources. Furthermore, most
field measurements show a remarkable correlation between
FA and AA suggesting similar sources. The sources of FA
and AA remain, however, very poorly understood and sev-
eral investigations (Poisson et al., 2000; von Kuhlmann et al.,
2003a; Ito et al., 2007) have pointed to large inconsistencies
between measurements and model predictions.

Sinks of FA and AA are better understood. Both acids
are relatively long-lived in the gas-phase with respect to
OH photooxidation (τFA ' 25 days andτAA ' 10 days at
T = 260 K and[OH]=106 molec cm−3). Because both gases
are very soluble, their primary atmospheric sink is thought
to be deposition (Chebbi and Carlier, 1996). Irreversible
uptake on dust can also be an important regional sink
(Falkovich et al., 2004).

Better constraints on the budget of FA and AA are impor-
tant to understand patterns of rain acidity particularly in re-
mote regions (Galloway et al., 1982). More generally, since
FA and AA are major trace gases in the atmosphere and have
few anthropogenic sources, the study of their budget offers
a glimpse at the interaction between the biosphere and the
atmosphere.

In this work, we derive a detailed inventory of FA and AA
sources and sinks. We then use a chemical transport model
to evaluate the resulting budget against measurements from
an extensive suite of ground, aircraft and satellite-based mea-
surements. Major discrepancies between the model and the
measurements are investigated and several avenues for fur-
ther research are discussed.

2 Global budget

We use the GEOS-Chem global 3-D chemical transport
model (Bey et al., 2001) to investigate the budget of FA and
AA. In the standard GEOS-Chem mechanism (v8.3), photo-
chemical sources of AA include ozonolysis of isoprene and
reaction of peroxyacyl radicals with HO2 and other peroxy
radicals (RO2) while sinks are limited to its reaction with
OH. FA is not treated explicitly.

In the following, we describe the sources and sinks of
FA and AA and their implementation into the GEOS-Chem
framework. In this work, the model is driven by the GEOS-5
assimilated meteorology from the NASA Goddard Earth Ob-
serving System. The horizontal resolution is degraded here
to 4◦

× 5◦ and the vertical resolution to 47 vertical layers.
The model is run from 2004 to 2008 following a one-year
spin-up.

2.1 Emissions

2.1.1 Terrestrial vegetation

Terrestrial vegetation emits both FA and AA (e.g.
Kesselmeier, 2001). Emissions by trees are triggered by
light and are well correlated with the transpiration rate. In

contrast, crops have been reported not to emit detectable
amounts of FA or AA (Kesselmeier et al., 1998). FA emis-
sions by plants are related to the C1 pathway, ethene syn-
thesis and photo-respiration (Kesselmeier and Staudt, 1999).
The emission of AA by plants occurs as the result of the hy-
drolysis of acetyl-coA, a product of the degradation of fats
and carbohydrates (Kesselmeier and Staudt, 1999).

We use the Model of Emissions of Gases and Aerosols
from Nature (MEGAN) v2.1 (Guenther et al., 2006) imple-
mented in GEOS-Chem as described byMillet et al. (2010)
to compute biogenic emissions from each GEOS-Chem grid
cell (E):

E = γ
∑

i

εiχi

where the sum is over the number of plant functional types
with baseline emission factor,ε, and fractional coverage,χ .
For both FA and AA,ε are 30 µg (m−2 h−1) for trees and
shrubs and 4.8 µg (m−2 h−1 for crops (Guenther et al., 2000,
updated on the basis of recent measurements (A. Guenther,
personal communication, 2010)). The emission activity fac-
tor, γ , accounts for the variability in the local environment
(e.g., temperature, light, leaf area, soil moisture). In particu-
lar for FA and AA:

γ = exp(β(T −303))γ(other) with β = 0.08 andT inK

whereγ(other) is described inMillet et al. (2010) andT is the
current leaf temperature.

2.1.2 Biomass burning and biofuel

Both FA and AA have been measured in biomass burning
plumes (Goode et al., 2000; Christian et al., 2003; Yokel-
son et al., 2009). We estimate biomass burning emissions
of FA and AA from biomass burning emissions inventory
(GFEDv2Randerson et al., 2006) using the emission factors
(EF) summarized in Table1. Emissions from biofuels are
calculated in the same way using the CO emission inventory
from Yevich and Logan(2003).

We note that the emission factors used in this study are
generally smaller than the ones reported byAndreae and
Merlet(2001) for FA but larger for AA. These changes reflect
the very large variability in the reported emission factors.

2.1.3 Fossil fuel

Emissions of FA and AA from motor vehicles were first mea-
sured byKawamura et al.(1985). Here we estimate fos-
sil fuel FA and AA from CO fossil fuel emissions (Duncan
et al., 2007) scaled by the emission ratios derived byTalbot
et al.(1988) at the Hampton Roads Bridge Tunnel (Virginia):
2.1×10−4 FA per CO and 4.2×10−4 AA per CO.

Atmos. Chem. Phys., 11, 1989–2013, 2011 www.atmos-chem-phys.net/11/1989/2011/
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Table 1. Biomass burning emission factors for FA and AA (in g
per kg of dry matter, Yokelson personal communication andAkagi
et al. (2010)). Emission factors fromAndreae and Merlet(2001)
are indicated in parentheses.

Savanna Tropical Boreal Biofuel∗

FA 0.18 (0.7) 0.42 (1.1) 0.80 (2.9± 2.4) 0.22 (0.13)
AA 1.58 (1.3) 3.11 (2.1) 4.05 (3.8± 1.8) 4.97 (0.4–1.4)

∗ Derived from open-cooking.

2.1.4 Agricultural emissions

Large emissions of acetic acid are associated with inten-
sive animal farming (from both cattle and cattle wasteShaw
et al., 2007). Ngwabie et al.(2008) used the correla-
tion between AA and ammonia to derive emission factors
(2×10−3–0.2 gC/gNH3 and a global estimate of AA emis-
sions from cattle (4–17 Gmol yr−1). Using an emission fac-
tor of 0.1 gC/gNH3 and the anthropogenic emissions of am-
monia (Bouwman and Hoek, 1997) located on agricultural
lands, we estimate the global soil emissions of AA to be
∼40 Gmol yr−1.

Ethanol, which has nearly the same molecular weight as
FA, is a major emission of cattle farming. This makes it
difficult to quantify the emissions of FA by proton transfer
mass spectrometry (PTRMS), the most common technique
for these investigations. We assume that the emissions of
FA (in moles) are equal to the emissions of AA. This corre-
sponds to 40% of the upper estimate of ethanol global emis-
sions byNgwabie et al.(2008).

Both FA and, to a lesser extent, AA farming emission es-
timates are larger than those fromNgwabie et al.(2008) and
probably represent upper estimates. However, the contribu-
tion of agricultural activities to the FA and AA budget is
likely to be underestimated as one can expect FA and AA
production from the photooxidation of volatile compounds
emitted as a result of farming activities but not represented
in the model.

2.1.5 Soil

FA and AA production by soil bacteria is well documented
with soil concentrations ranging from 2 to 5 mol m−3 (Spos-
ito, 1989, p. 66). The few studies of FA and AA emissions
(Sanhueza and Andreae, 1991; Enders et al., 1992) suggest
that soil emission is an important source of acids where pro-
duction from terrestrial vegetation is low.

Sanhueza and Andreae(1991) reported emissions of FA
(AA) of ∼0.4 nmol (m−2 s−1) (0.2 nmol (m−2 s−1)) at noon
over dry savanna soil. Emissions of both acids were found to
be temperature dependent. Here we approximate the temper-
ature dependence reported bySanhueza and Andreae(1991)
using an exponential law:

E
dry
FA (savanna) = 1.7×10−3

×(exp(0.119×T )−1),

T > 0◦C(R2
= 0.66)

E
dry
AA (savanna) = 2.5×10−3

×(exp(0.091×T )−1),

T > 0◦C(R2
= 0.50)

whereT is the soil temperature in◦C andEX is the emis-
sion of the acid in nmol (m−2 s−1). This corresponds to an
average emission ofEFA = 1.8× 10−1 nmol(m−2 s−1) and
EAA = 8.4× 10−2 nmol(m−2 s−1) over the 30◦C to 40◦C
temperature range.

For a similar environment and using a much larger
dataset,Yienger and Levy(1995) derived ENO = 1.89×

10−1 nmol(m−2 s−1). We use the soil emissions of NO from
Yienger and Levy(1995) in other environments to infer the
emissions of FA and AA (Table2). This assumes that the
ratio between the emissions of FA (AA) and NO is indepen-
dent of the environment type and that the emissions of FA
and AA exhibit the same temperature dependence as the one
measured bySanhueza and Andreae(1991). Field measure-
ments are clearly needed to assess these assumptions.

Because of the weak acidity of FA (pKa = 3.75) and AA
(4.75), their soil emissions are likely to depend on soil pH
under wet conditions. We assume that the emissions listed
in Table2 are at pH = pKa(FA/AA) and 30◦C, i.e. that they
correspond to half of the maximum emissions under wet con-
ditions. Under these assumptions, the wet emissions are thus
obtained by scaling the baseline wet emission by the follow-
ing factor:

exp

(
−

1HX

R

(
1

Tsoil
−

1

303.15

))
×

2
1+10pH−pKax

with X = {FA,AA}

where the soil pH is taken from the ISRIC World Soil Infor-
mation Database (http://www.isric.org) and1H is the heat
of dissolution at 298 K.

Sanhueza and Andreae(1991) also reported an increase in
AA emissions after watering the soil, while FA emissions
were suppressed. The AA emission increase hints at the
existence of water-stressed AA-producing microorganisms,
similar to denitrifying bacteria (Davidson, 1992). Here, we
use the same pulsing factors for AA as the one derived by
Yienger and Levy(1995) for the soil emissions of NO. AA
pulsing increases AA soil emissions by∼10% globally.

2.2 Photochemical sources of formic and acetic acids

2.2.1 Terrestrial biogenic precursors

The oxidation of biogenic compounds, and in particular their
ozonolysis has been suggested to be a major source of FA
and AA (Jacob and Wofsy, 1988; Neeb et al., 1997).

www.atmos-chem-phys.net/11/1989/2011/ Atmos. Chem. Phys., 11, 1989–2013, 2011
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Table 2. Soil emissions of formic and acetic acids atTsoil = 30◦C in nmol (m−2 s−1) for different land types.

Land Type∗ Formic Acid Acetic Acid
wet dry wet dry

Agriculture (not Rice) 1.8× 10−1 – 1.1× 10−1 –
Agriculture (Rice) 5.9× 10−3 – 3.5× 10−3 –
Conifer and other deciduous 1.47×10−2 4.9×10−3 8.8×10−3 2.9×10−3

Desert 0 0 0 0
Drought deciduous 2.9×10−2 8.9×10−3 1.8×10−2 5.4×10−3

Grassland 1.8×10−1 5.9×10−2 1.1×10−1 3.6×10−2

Tropical rain forest 1.3 1.9×10−1 7.7×10−1 1.2×10−1

Tundra 2.4×10−2 8.2×10−3 1.5×10−2 5.0×10−3

Woodland 8.3×10−2 3.2×10−2 5.0×10−2 1.9×10−2

Wetland 1.5×10−3 – 8.8×10−4 –

∗ Wang et al.(1998); Wang and Jacob(1998).

Here we update the photochemical oxidation mechanism
of isoprene, a non methane hydrocarbon which accounts for
∼30–50% of biogenic emissions (Guenther et al., 2006),
to include sources of FA from products of its photooxida-
tion with OH: hydroxyacetone, glycolaldehyde and isoprene
nitrates (Butkovskaya et al., 2006a,b; Paulot et al., 2009,
cf. Supplement). Ozonolysis of methylvinylketone (MVK)
and methacrolein (MACR), two major products of isoprene
photooxidation, are also known to yield FA (Aschmann et al.,
1996; Grosjean et al., 1993). In contrast, isoprene photo-
chemistry has long been thought to be an insignificant source
of AA (Jacob and Wofsy, 1988). Recent experimental evi-
dence suggests, however, that the photooxidation of hydrox-
yacetone produces significant amounts of AA (Butkovskaya
et al., 2006b) at low temperature. Isoprene is also a signifi-
cant source of peroxy acetyl radical (PA), which reacts with
HO2 to yield AA with a yield of 15% (Hasson et al., 2004;
Dillon and Crowley, 2008).

The OH-oxidation of methylbutenol (MBO), a volatile or-
ganic compound emitted in large quantities by coniferous
trees (Harley et al., 1998), also yields glycolaldehyde and hy-
droxymethylpropanal (HMPR), a precursor of acetone (Car-
rasco et al., 2006), and thus of AA via PA. MBO ozonoly-
sis has also been shown to yield FA as well as acetone and
HMPR (Carrasco et al., 2007).

The OH-oxidation of various monoterpenes has been re-
ported to produce FA. However, the yield remains very un-
certain. For instance, reported FA yields from the OH-
oxidation ofα-pinene range from 7% (Orlando et al., 2000)
to 28% (Larsen et al., 2001). Yields greater than 50% have
been reported for limonene (Larsen et al., 2001). Ozonolysis
of various monoterpenes also yields FA and AA (Lee et al.,
2006). Monoterpenes are lumped into one species, MONX,
in the GEOS-Chem chemical mechanism. We adopt a FA
yield of 15.5% for the reaction of MONX with OH and a FA
(AA) yield of 7.5% (8%) for its ozonolysis. The formation

of carboxylic acids in the oxidation of MONX by OH has
been ascribed to the reaction of stabilizedα-hydroxyalkyl
radicals with NO (Orlando et al., 2000; Larsen et al., 2001).
However,Peeters et al.(2001) calculated that this reaction is
only competitive with their thermal decomposition to alde-
hyde + HO2 under laboratory conditions (NO∼ 1–10 ppmv),
suggesting that the yield of FA from the first steps of MONX
photooxidation is negligible (Peeters et al., 2001; Capouet
et al., 2004). Conversely, the very simplified representation
of MONX secondary photochemistry in GEOS-Chem may
result in an underestimate of their overall FA/AA forming
potential.

The OH-oxidation of acetaldehyde, whose sources in-
clude large emissions from the terrestrial and marine bio-
sphere (Millet et al., 2010), is an important source of AA via
PA + HO2. The modification to the GEOS-Chem mechanism
are summarized in Table S4.

2.2.2 Marine precursors

Ozonolysis of marine biogenic emissions has been suggested
to provide a source of FA and AA in the marine atmosphere
(Arlander et al., 1990; Sanhueza et al., 1996; Baboukas et al.,
2000).

In this study, we include monthly marine emissions of iso-
prene, acetaldehyde, ethene and larger alkenes. Acetalde-
hyde marine emissions (∼1.3 Tmol yr−1) are from Millet
et al. (2010) and isoprene sources are fromArnold et al.
(2009) (top-down estimate : 28 Gmol yr−1). Emissions of
ethene (162 Gmol yr−1) and larger alkenes (164 Gmol yr−1)
are inferred from isoprene emissions using the flux ratios ob-
served byBroadgate et al.(1997).

Atmos. Chem. Phys., 11, 1989–2013, 2011 www.atmos-chem-phys.net/11/1989/2011/
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2.2.3 Anthropogenic/biomass burning precursors

In addition to fresh emissions from biomass burning or an-
thropogenic sources, production of FA and AA within fire
plumes has been measured in many (Goode et al., 2000; Gao
et al., 2003; Yokelson et al., 2003; Herndon et al., 2007) but
not all instances (de Gouw et al., 2006). Here, we include for-
mation of FA and AA from the photooxidation of acetylene
(Hatakeyama et al., 1986), ethene and propene (and higher
alkenes).

Anthropogenic inventories for CO are described byBey
et al. (2001) and biofuel emissions byYevich and Logan
(2003). Recent updates of these inventories are described by
Millet et al. (2010). Emissions and photooxidation of acety-
lene, propene and ethene, which are precursors of FA and
AA, were recently included or updated byFu et al.(2008)
in the GEOS-Chem model. In addition we include biomass
burning emission of hydroxyacetone and glycolaldehyde (Fu
et al., 2008), two precursors of FA and AA.

2.3 Sources not treated

Graedel and Eisner(1988) estimate that emissions of FA
from formicine ants could exceed motor vehicle and biomass
burning emissions. The overall contribution of formicine
ants to the FA budget is, however, likely to be limited (Chebbi
and Carlier, 1996) but may be important in ecosystems where
formicine ants are abundant (e.g., tropical forests).

Aqueous phase oxidation of formaldehyde within clouds
has been proposed to be a non-negligible source of FA in re-
mote environments (Chameides, 1984; Jacob, 1986). How-
everLelieveld and Crutzen(1991) argued that the very fast
aqueous oxidation of FA would greatly diminish the role of
cloud chemistry as a source of FA.

The source of FA and AA from enol photochemistry is
not included in the model (Archibald et al., 2007). Enol are
known intermediates in combustion (Taatjes et al., 2005) and
could originate from keto-enol tautomerizations catalyzed by
carboxylic acids (da Silva, 2010). However, the importance
of these processes as a source of FA and AA is poorly known
and additional experimental constraints are needed to include
these processes in a global model.

2.4 Sinks

2.4.1 Photochemical

FA reacts with OH primarily via abstraction of the acidic hy-
drogen with a recommended temperature independent rate of
4.5×10−13cm3 (molec s−1) (Atkinson et al., 2006). The un-
certainty of this rate coefficient is relatively large (1log=

0.15 at 298 K (Atkinson et al., 2006)) because of experimen-
tal challenges (dimerization of FA). To our knowledge, this
rate coefficient has not been determined below 298 K. The-
oretical calculations suggest, however, that the acidic (R1),

dominant at ambient temperature, and formyl (R2) channels
have opposite temperature dependence (Galano et al., 2002;
Sun and Saeys, 2008).

HCOOH+OH → HCOO·
+H2O (R1)

→
·COOH+H2O (R2)

This results in a relatively “flat” temperature profile near
298 K where the laboratory investigations were conducted
but a strong negative temperature dependence at lower tem-
perature. This will be examined in Sect.4.3.

In contrast, the AA reaction with OH has been studied
over a much wider temperature range. The reaction fol-
lows a mechanism similar to FA (Butkovskaya et al., 2004)
and exhibits a negative activation energy. The tempera-
ture dependence remains uncertain and we use the IUPAC
recommendation, 4.2× 10−14exp(855/T ) cm3 (molec s−1)

(1log= 0.15 at 298 K) (Atkinson et al., 2006), which is in
excellent agreement with the two most recent determinations
of this reaction rate coefficient (Butkovskaya et al., 2004;
Huang et al., 2009).

2.4.2 Dry deposition

Dry deposition of oxidants and water soluble species is com-
puted using a resistance-in-series model based on the for-
mulation ofWesely(1989) implemented in GEOS-Chem by
Wang and Jacob(1998). The dry deposition velocities of
FA and AA depend on surface momentum and sensible heat
fluxes, temperature, solar radiation as well as the effective
Henry’s constant of FA and AA (H), which are calculated
at a pH of 7, a reasonable assumption for most surfaces
(Wesely, 1989). We use the median of the reported mea-
surements: HFA = 5400 M atm−1, HAA = 5350 M atm−1

(Sander, 1999).

2.4.3 Wet deposition

Wet deposition is thought to be the most important sink of FA
and AA (Chebbi and Carlier, 1996). The GEOS-Chem wet
deposition scheme includes scavenging of soluble tracers in
convective updrafts, as well as rainout and washout of solu-
ble tracers (Mari et al., 2000; Liu et al., 2001). We assume a
rain pH of 5 and that the acids are fully retained at freezing,
as with HNO3.

We modify the GEOS-Chem deposition scheme to in-
clude the uptake of FA and AA in ice clouds. Briefly, as-
suming equilibrium between the ice surface concentration
[X]s (molec cm−3) and the gas-phase concentration[X]g
(molec cm−3), non-dissociative uptake and non competitive
adsorption,[X]s can be related to the surface area of ice (Sice
(cm2 cm−3)), the maximum number of molecules which can
be adsorbed on the surface (Nmax (molecules cm−2)) and the
fractional coverage (θ ) by:

www.atmos-chem-phys.net/11/1989/2011/ Atmos. Chem. Phys., 11, 1989–2013, 2011
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[X]s= SiceθNmax

θ is given by the Hill-Langmuir equation:

θ =

K
Nmax

[X]g

1+
K

Nmax
[X]g

whereK (cm) is a temperature dependent partition coeffi-
cient:K = α×exp(β/T ) with αFA = 5.8×10−11 cm,αAA =

1.0×10−10 cm andβFA = 6500 K,βAA = 6600 K (Marécal
et al., 2010; Crowley et al., 2010).

2.4.4 Dust

Field measurements have identified formate and acetate on
collected mineral aerosols (Lee et al., 2000, 2002; Russell
et al., 2002; Falkovich et al., 2004). Falkovich et al.(2004)
found that formate and acetate were the most abundant mono
carboxylic anions in dust particles and that their uptake was
facilitated at higher relative humidity (RH).

Consistent with these observations, efficient uptake of car-
boxylic acids on various components of dust (Usher et al.,
2003) has been measured: FA on clay (montmorillonite)
(Hatch et al., 2007) and CaCO3 (Al-Hosney et al., 2005); AA
on SiO2, α−Al2O3, α−Fe2O3 (Carlos-Cuellar et al., 2003)
and CaCO3 (Prince et al., 2008). Increased water enhance the
capacity of the mineral dust to take up carboxylic acids (Al-
Hosney et al., 2005; Hatch et al., 2007; Prince et al., 2008)
but does not change the accommodation coefficient (γ ) sig-
nificantly.

Surface saturation needs to be explicitly treated as it
severely reduces the efficiency of this removal mechanism
(Hatch et al., 2007). Accounting for the saturation limit,
Hatch et al.(2007) estimated that up to 40% of gaseous AA
could be removed during a dust storm.

In GEOS-Chem, dust is carried into four different size
bins. Here we use emissions from the dust entrainment
and deposition (DEAD) scheme (Zender et al., 2003; Fair-
lie et al., 2007). FromHatch et al.(2007), we useγFA = 4×

10−4 andγAA = 3×10−4 for RH< 30%; γFA = 5.4×10−4

and γAA = 14× 10−4 for RH≥ 30%. The dependence of
surface saturation (S in mg(acid)/g(dust)) on RH is approx-
imated by fitting an exponential toHatch et al.(2007) mea-
surements:SFA = 2+4.7×(1−exp(−8.6×10−3

×RH)) and
SAA = 2+ 5.8× (1− exp(−2.6× 10−2

× RH)). Heteroge-
neous degradation of FA (Al-Hosney et al., 2005) and AA
(Prince et al., 2008) to CO2 is not represented but may fur-
ther enhance the uptake of FA and AA.

2.5 Simulated distribution

2.5.1 Formic acid

The total source of formic acid in the model is about
1200 Gmol yr−1 (Table3). This is about twice as large as pre-
vious estimates (Ito et al., 2007; von Kuhlmann et al., 2003a).

Modeled FA sources are dominated by photochemical pro-
duction from the oxidation of biogenic precursors. More than
a third of the FA photochemical source stems from glyco-
laldehyde and hydroxyacetone via the Butkovskaya’s mech-
anism (Butkovskaya et al., 2006a,b). These sources were
not included in previous estimates and account for much of
the difference (Table3). Other important sources include
isoprene ozonolysis (14% of the photochemical production)
and monoterpenes photooxidation (6%). Acetylene is the
dominant non-biogenic precursor (6.5%).

Over three quarters of FA photochemical production is de-
rived from isoprene photooxidation, many aspects of which
remain uncertain. In particular, it is worth noting that the
mechanism recently proposed byPeeters et al.(2009) re-
sults in large modifications of the distribution of isoprene
photooxidation products determined from chamber experi-
ments (including hydroxyacetone and glycolaldehyde). If
correct, this could significantly affect the modeled budget of
FA. Nevertheless, despite our incomplete knowledge of iso-
prene photooxidation, its representation in the GEOS-Chem
mechanism is much more explicit than for most other bio-
genic volatile organic compounds. This probably results in
an overestimation of the importance of isoprene as a precur-
sor for FA as the photooxidation of other biogenic volatile
organic compounds, such as the different monoterpenes, is
much more simplified.

Direct emissions of FA are small (∼15%) and dominated
by terrestrial vegetation and biomass burning. Emissions
from vehicles do not contribute significantly to the mod-
eled FA budget, consistent with observations fromde Gouw
et al. (2005). Our modeled FA budget suggests, however,
that more than 90% of FA is composed of modern carbon
globally (Table S2). This percentage is lower in the north-
ern mid and high latitudes, though FA is still predicted to be
largely dominated by modern sources (Table S2), consistent
with isotope studies in Europe (Glasius et al., 2001).

The enhancement in FA (1FA) in aged biomass burning
plumes and its correlation with1CO has frequently been
used to derive emission factors from ground or satellite based
observations (e.g.Paton-Walsh et al., 2005; Rinsland et al.,
2007; Gonz̀alez Abad et al., 2009). Our study suggests that
FA is rapidly removed from the boundary layer by wet and
dry deposition, so that little FA emitted or formed in the
boundary layer is advected over long distances or transported
into the free troposphere. Therefore1FA observed in aged
plumes is unlikely to represent direct emissions, as com-
monly assumed, but rather the production of FA from the
photooxidation of biomass burning emitted precursors. Thus,
1FA cannot be used, in general, to derive emission factors
far away from emission regions.

FA sinks are dominated by depositions. Dust is not a sig-
nificant sink globally but can result in a large decrease of
acids in the vicinity of large deserts.

The modeled atmospheric lifetime of FA is 3.2 days, con-
sistent with previous estimates (Chebbi and Carlier, 1996).
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Table 3. Modeled global budget of atmospheric formic and acetic acids (2004–2008 average). Previous estimates are indicated in
parentheses.

Formic acid (τ = 3.2 days) Acetic acid (τ = 2.3 days)

Total Sources (Gmol yr−1) 1232 (666a, 587b) 1424 (1550a, 1217b)

Photochemical production 1055 976
(370a, 370b) (1250a, 700b, 2000c)

Biogenic 917d 955d

Anthropogenic 138 21
+Biomass burning

Emissions 177 (296a, 217b) 448 (300a,517b)
Anthropogenic 3.5 7
Biofuel Burning 6.5 (25b) 114.5 (274b)
Biomass Burning 32.5 (174a, 183b) 187 (243a, 279b)
Cattle 39.5 39.5

(25−100f,g) (4.2−16.8f )
Soil 39 57
Terrestrial vegetation 56 43

(122a, 125h, 33−166i , (56a, 25h,17−83i , 10−33j )
20−130j )

Total Sinks (Gmol yr−1) 1233 1426

Photochemical 229.5 413
Dry deposition 536 522
Wet deposition 437.5 451.5
Dust 30 39.5

a von Kuhlmann et al.(2003a,b).
b Ito et al.(2007).
c Baboukas et al.(2000).
d Neglect biomass burning contribution to hydroxyacetone and glycolaldehyde.
e Sum of biomass burning and biogenic emissions.
f Ngwabie et al.(2008).
g C2H5OH+HCOOH.
h Lathière et al.(2006).
j Kesselmeier et al.(1998).

The lifetime of FA in the boundary layer is about 1.6 days
(excluding transport to the free troposphere).

The FA atmospheric mass is highest in the tropics (∼60%
of the global burden Table S2) as a result of large biogenic
and biomass burning emissions (Fig.1). Modeled mixing
ratios in the Northern midlatitudes are low and follow the
seasonal cycle of biogenic emissions.

2.5.2 Acetic acid

The total source of acetic acid is about 1400 Gmol yr−1 (Ta-
ble 3). Emissions of AA account for about one third of AA
sources. The difference with FA stems from much larger di-
rect emissions from biomass and biofuel burning. Secondary
production from anthropogenic sources or biomass burn-
ing is small. AA production has, however, been observed
in biomass burning plumes. For instance,Yokelson et al.
(2003) observed1AA/1CO increase by as much as 9% in
some biomass burning plumes and noted that the secondary
production of AA exceeds the measured direct emissions.

This observation cannot, however, be generalized since other
plumes did not exhibit production of AA (de Gouw et al.,
2006; Yokelson et al., 2009, and references therein).Yokel-
son et al.(2009) also noted that the growth of FA and AA in
the Yucatan biomass burning plumes cannot be accounted for
by the photochemistry of their known precursors, pointing to
unidentified high molecular weight precursors. The impor-
tance of these precursors as a source of FA and AA will be
investigated in Sect.4.2.

Photochemical production is dominated by the reaction of
PA with HO2 (53%) and other peroxy radicals (24%), with
isoprene photochemistry and acetaldehyde oxidation the pri-
mary sources of PA. Our estimates are consistent with those
of von Kuhlmann et al.(2003a) and Ito et al. (2007) but
much lower than the estimate byBaboukas et al.(2000). von
Kuhlmann et al.(2003a) pointed out that this is the result of
the very high branching ratio for the production of AA from
PA + HO2 assumed byBaboukas et al.(2000), inconsistent
with values reported in recent laboratory experiments (e.g.,
Dillon and Crowley, 2008).

www.atmos-chem-phys.net/11/1989/2011/ Atmos. Chem. Phys., 11, 1989–2013, 2011
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Fig. 1. Annual simulated distribution of FA and AA in the boundary
layer. FA and AA maxima in the tropics reflect strong biogenic
sources.

Similar to FA, deposition is the major sink of AA. Because
AA is less soluble than FA and because its oxidation by OH
is faster and has a negative temperature dependence, pho-
tooxidation of AA is much more important than for FA and
contributes to the significantly shorter lifetime of AA in the
atmosphere: 2.3 days (1.7 days in the boundary layer). AA
is predicted to primarily consist of modern carbon globally
(Table S3). The distribution follows patterns similar to FA
with a stronger influence of biomass and biofuel burning.

3 Comparison with observations

In this section, we evaluate the GEOS-Chem simulation
against upper tropospheric and total column measurements
of FA by solar absorption spectrometry in the infrared using
a Fourier transform spectrometer (FTS) as well as FA and
AA aircraft measurements. The location of ground based
stations, the ship cruises and aircraft-based measurements is
indicated in2.

3.1 FTS measurements

FA can be measured by FTS using the Q-branch of
the ν6 mode near 1105 cm−1. In this section, we use
FA total columns retrieved by ground-based stations of
the Network for the Detection of Atmospheric Composi-
tion Change (NDACC,http://www.ndacc.org/, Kurylo and
Solomon(1990)) as well as during several cruises by the Ger-

man vessel Polarstern in the Atlantic ocean (Velazco et al.,
2005). We also use upper tropospheric FA profiles measured
by the space-borne Atmospheric Chemistry Experiment FTS
(Bernath et al., 2005). All retrievals use the revised spec-
troscopic parameters for FA (Vander Auwera et al., 2007)
contained in the HITRAN 2008 spectral database (Rothman
et al., 2009).

3.1.1 Ground-based total column

Solar spectra in the vicinity of theν6 vibration have been ob-
tained by several stations of the NDACC: Barcroft in the Inyo
National Forest (California) at 3800 m, Bremen in north-
western Germany, La Ŕeunion 700 km east of Madagascar,
Paramaribo on the coast of Suriname, Thule in northwestern
Greenland, and Wollongong, 100 km south of Sydney. The
different measurement sites and the cruise ship tracks are de-
picted in Fig.2. Measurement uncertainty is estimated to be
∼19%. The choice of the spectral microwindow used to re-
trieve FA could result in a systematic bias in the retrieved
FA as large as±2.7× 1015 molec cm−2. A more detailed
description of the FTS retrievals can be found in the Supple-
ment (Figs. S1 to S4 and Table S1).

Photooxidation of isoprene and other biogenic emissions:
a major source of FA

The FA seasonal cycle at the mid-latitude stations, Wollon-
gong (Fig.3a, see also Fig. S5), Bremen (Fig.4b, see also
Fig. S6) and Barcroft (Fig.4c, see also Figs. S7 to S9) is
consistent with a major source of FA from terrestrial biogenic
emissions and their photooxidation. At Wollongong, for in-
stance, FA and biogenic emissions peak simultaneously in
January. In contrast, CO and HCN total columns generally
peak around October, at the height of the biomass burning
season (Fig. S5). At Barcroft, the strong correlation between
FA and CH2O in the summer months (Fig. S7) also suggests
a large influence of biogenic emissions on the FA budget. In
contrast there is no correlation between FA and HCN. This
interpretation is consistent with the conclusions ofZander
et al. (2010) that FA seasonal variations above the Alpine
plateau are the result of natural processes.

At all sites, the model predicts large contributions of bio-
genic photooxidation to the FA budget. The model performs
best in regions and time periods impacted by large isoprene
emissions such as in Wollongong (Fig.3a) and La Ŕeunion
(Fig. 4a). Interestingly, the model predicts a biogenic peak
in FA in May at La Ŕeunion later than the maximum in iso-
prene emission in Southern Africa (Otter et al., 2002). In-
tense precipitations from January to April over La Réunion
may explain this delay by efficiently scavenging FA (leading
to a minimum in the modeled FA in January). As the climate
becomes drier in May, the atmospheric lifetime of FA in-
creases resulting in higher FA total columns in spite of lower

Atmos. Chem. Phys., 11, 1989–2013, 2011 www.atmos-chem-phys.net/11/1989/2011/
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Fig. 2. Locations of the measurement sites used in this study. Red crosses: FTS ground stations (B: Barcroft, Br: Bremen, P: Paramaribo, R:
La Réunion, T: Thule, W: Wollongong). Cyan dots: ship cruises. Blue, Magenta, Yellow and Green dots: aircraft missions flight tracks.

isoprene emissions. This illustrates the complicated inter-
play between FA sources and sinks in the tropics. The model
suggests La Ŕeunion is especially sensitive to this effect as
the modeled FA total column is dominated by transport from
Madagascar and Southern Africa.

In contrast, the model greatly underestimates FA at Bre-
men (Fig.4b) and Barcroft (Fig.4c). These stations ex-
hibit a marked biogenic signature but are located in regions
with lower isoprene emissions. This likely reflects a miss-
ing biogenic precursor of FA in the model. In these re-
gions, FA production may be promoted by seasonal biotic
emissions from cattle and crop farming (Karl et al., 2009)
associated with elevated ozone due to anthropogenic activi-
ties. The anthropogenic contribution to FA is predicted to be
low at both sites (less than 5%) consistent with the seasonal
profile of FA and previous isotope measurements in Europe
(Glasius et al., 2000, 2001).

We note that Barcroft data must be interpreted cautiously
as the complicated topography of the region is not resolved
in the model. In particular summer FA total columns show
evidence for boundary layer incursions which are not cap-
tured at the coarse resolution used in this study. However,
CH2O seasonality is surprisingly well-captured in the model
despite a low-bias in the summer (Fig. S8). Therefore, me-
teorology alone is unlikely to explain the large discrepancy
between the model and the data over this site, and sources
from the Central Valley (150 km to the west of Barcroft) are
likely underestimated.

Missing biomass burning precursors

Evidence for a large but more localized and seasonal biomass
burning source of FA can be found in the Wollongong and La
Réunion records (Figs.3a and4a). In La Ŕeunion, FA peaks
in October. This peak is also observed in CO and CH2O FTS
measurements at the same location and is associated with
biomass burning in Southern Africa (CO) and Madagascar
(CO and CH2O) (Vigouroux et al., 2009). In Wollongong,
the anomalously high FA total column measured in Decem-
ber 2006, the largest on the record, is also associated with
biomass burning, since (a) it clearly precedes the biogenic
peak in FA observed in other years, (b) very large bush fires
burned over 1 million acres from December 2006 to January
2007 in the Victorian Alps∼450 km southwest of Wollon-
gong, and (c) anomalously high CO and HCN columns are
recorded during the same time period (Fig. S5). This is con-
sistent with the work ofPaton-Walsh et al.(2005) who re-
ported a significant correlation between aerosol optical depth
and FA at the same site during bush fires from 2001 to 2003
and inferred that biomass burning could result in a strong en-
hancement in FA total column at this site.

The model captures the timing of the biomass burning con-
tribution to the FA column well but underestimates FA dur-
ing biomass burning periods. The coarse resolution of the
model is likely to contribute to this discrepancy due to the
dilution of biomass burning plumes. However, the system-
atic discrepancy on a multi-year average at La Réunion may
also indicate missing biomass burning sources of FA.

The discrepancy for marine sites (cruise (Fig.5) and Para-
maribo (Fig. 4d)) also hints at a missing biomass burn-
ing source of FA. Air masses affected by biomass burning

www.atmos-chem-phys.net/11/1989/2011/ Atmos. Chem. Phys., 11, 1989–2013, 2011
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(a) Wollongong, Australia (34.5◦S, 150◦E, 20 m
asl)
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(b) Thule, Greenland (76.53◦N, 68.74◦W, 220 m
asl)

Fig. 3: The observed seasonal cycle of FA total column (blue, lower panel) is well captured
by the model at the Wollongong site (red, lower panel) and is consistent with a strong biogenic
influence (green, upper panel). This is not the case in the high latitude site at Thule where model
under predicts measured FA. Upper panel : modeled contribution of biogenic sources (green :
emission + photochemical production) and biomass burning (black: emissions + photochemical
production) to FA total column. Lower panel: modeled (red) and measured (blue) FA total
column. Measurements and model are averaged over a two day time period.
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(a) Wollongong, Australia (34.5◦S, 150◦E, 20 m
asl)
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(b) Thule, Greenland (76.53◦N, 68.74◦W, 220 m
asl)

Fig. 3: The observed seasonal cycle of FA total column (blue, lower panel) is well captured
by the model at the Wollongong site (red, lower panel) and is consistent with a strong biogenic
influence (green, upper panel). This is not the case in the high latitude site at Thule where model
under predicts measured FA. Upper panel : modeled contribution of biogenic sources (green :
emission + photochemical production) and biomass burning (black: emissions + photochemical
production) to FA total column. Lower panel: modeled (red) and measured (blue) FA total
column. Measurements and model are averaged over a two day time period.

24

Fig. 3. The observed seasonal cycle of FA total column (blue, lower
panel) is well captured by the model at (red, lower panel) at Wol-
longong, Australia (34.5◦ S, 150◦ E, 20 m a.s.l.,(a)) and is consis-
tent with a strong biogenic influence (green, upper panel). This is
not the case in the high latitude site at Thule, Greenland (76.53◦ N,
68.75◦ W, 220 m a.s.l.,(b)) where model under predicts measured
FA. Upper panel: modeled contribution of biogenic sources (green:
emission + photochemical production) and biomass burning (black:
emissions + photochemical production) to FA total column. Lower
panel: modeled (red) and measured (blue) FA total column. Mea-
surements and model are averaged over a two day time period.

emissions are known to be advected aloft from Africa to
South America and their impact has been measured over
Paramaribo during the dry season from August to Novem-
ber (Peters et al., 2004; Petersen et al., 2008). High CO mea-
sured in the tropics during cruises is also well correlated with
FA (R = 0.64, Fig. S10). The lifetime of FA is, however, in-
compatible with a large contribution of directly emitted FA
to the FA total column over Paramaribo (transport time from
Africa to Paramaribo has been estimated at 10 days byPe-
ters et al.(2004)) and suggests a missing long-lived precur-
sor from biomass burning. Sources of FA and AA from ma-
rine emissions are also likely to be underestimated since the

model predicts surface concentrations which are 2 to 5 times
lower than measurements made during cruises byArlander
et al.(1990) andBaboukas et al.(2000).

A local source in the polar regions

FA and AA account for a large fraction of the water-soluble
organic carbon (gas + particle) over snow in polar regions
(Anderson et al., 2008). Better constraints on the budget of
FA and AA in these regions may help understand the large
variations in FA and AA observed in the ice core record
in the last 100 000 years (Legrand and De Angelis, 1996).
These variations have been tentatively attributed to changes
in the biosphere or biomass burning activity in boreal regions
(Fuhrer and Legrand, 1997; Eichler et al., 2009).

Measured FA over Thule is about one order of magnitude
lower than in Wollongong (Fig.3b). The largest FA total
columns are measured in the summers of 2004 and 2008.
Both these periods are characterized by exceptional biomass
burning in boreal regions (in North America in 2004 and in
Asia in 2008) (Giglio et al., 2010), consistent with the hy-
pothesis that FA anomalies may reflect large biomass burn-
ing events. In the absence of local sources, the modeled FA
column is dominated by transport. This is reflected in the
modeled vertical distribution of FA peaking in the free tro-
posphere. The model predicts a strong seasonal cycle with
maximum during the boreal summer, corresponding to the
largest biogenic and biomass burning emissions. The model
underestimates FA total column by a factor of 2 to 5. This
discrepancy may in part reflect insufficient biomass burn-
ing emissions (Andreae and Merlet, 2001). We also note
that the model predicts very low concentrations of FA at the
surface (∼10 pptv). This is in sharp contrast with the mea-
surements ofAnderson et al.(2008) which report∼1 ppbv
of water-soluble organic carbon (primarily FA and AA) over
Summit at 1.5 m above the snow. This discrepancy between
model and observation in Thule may thus reflect missing lo-
cal sources. Indeed,Dibb and Arsenault(2002) reported sur-
face concentrations of FA and AA measured in the Arctic
could not be sustained by transport alone but required a large
source from snow photochemistry.

Missing winter sources

Mid latitude and low altitude sites (Bremen, Wollongong)
show larger relative biases between the model and the data
during the winter (Figs.3a and4b). This may point to
large missing anthropogenic sources of FA (Talbot et al.,
1988). Alternatively leaf decay may also contribute to
the FA sources in the winter months (Kesselmeier et al.,
1998). A missing biogenic contribution would be consis-
tent with isotope measurements which showed that FA and
AA are primarily made of modern carbon even in the winter
(Glasius et al., 2001).
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Fig. 4. (a)La Réunion, France (−20.9◦ N, 55.5◦ E, 10 m.as.l.). Measurements are from campaigns in 2004 (Aug–Oct), 2007 (May–June;
Aug–Oct) and 2009 (May–Dec) and(b) Bremen, Germany (53.1◦ N, 8.9◦ E, 27 m a.s.l.). Measurements are from 2002 to 2010.(c) Barcroft,
United States (37.6◦ N, −118.2◦ E, 3800 m a.s.l.). Measurements are from campaigns in 1994 (Aug), 1998 (Oct–Dec), 1999 (Jan–Jul), 2000
(Oct–Dec), 2001 and 2002 (Jan-Aug) and(d) Paramaribo, Suriname (5.8◦ N–55.2◦ W, 23 m a.s.l.). Measurements are from campaigns in
2004/2006 (Oct–Nov), 2005/2007 (Feb–Mar; Sep). Upper panels: same as Fig.3. Lower panel: comparison between modeled and measured
FA total columns. Individual total column measurements are indicated with blue dots. The 2004–2008 model range is indicated by the red
shaded area and the model mean by the white dashed line.

3.1.2 ACE-FTS

The Atmospheric Chemistry Experiment (ACE) is a Cana-
dian satellite that was launched by NASA on on 12 Au-
gust 2003. FA is measured by high spectral resolution
(0.02 cm−1) FTS operating from 2.2 to 13.3 µm. Using solar
occultation, the altitude profile of temperature, pressure and
various chemical compounds, including FA, CO and C2H2
are determined between 85◦ N and 85◦ S. Here, we are using
version 3.0 of the ACE-FTS Level 2 data product.

Rinsland et al.(2006) and Gonz̀alez Abad et al.(2009)
have used the ACE-FTS spectra to retrieve mid and upper
tropospheric FA. Even though most FA is located at low alti-
tude and thus cannot be observed by ACE-FTS, these upper
atmospheric profiles provide insights into the sinks, sources
and transport of FA.

Figure6 shows the average distribution of FA measured
by ACE-FTS from 2004 to 2008. FA is highest from 10 to
50◦ S, probably reflecting large biogenic sources. The North-
ern hemisphere exhibits lower FA mixing ratios on average.
FA mixing ratios decrease rapidly with altitude and away
from the source region. High mixing ratios observed at high
altitudes in the Southern Hemisphere may indicate efficient
transport of FA or, more likely, its precursors from the bound-
ary layer to the free troposphere.

The model captures mid tropospheric FA in the tropics and
Southern mid latitudes relatively well. It is biased low north
of 40◦ N (Fig. 7), mirroring the low modeled concentration
of FA in the planetary boundary layer (Fig.1) and consistent
with the large underestimation of FA total column over Bre-
men. The model is biased high south of 50◦ S. This region
experiences among the lowest concentrations of FA and it is
unclear how significant this discrepancy is.

www.atmos-chem-phys.net/11/1989/2011/ Atmos. Chem. Phys., 11, 1989–2013, 2011



2000 F. Paulot et al.: Formic and acetic acid budget

Fig. 5. Monthly FA total column measured during cruises in the
Atlantic ocean in 1996, 1999, 2000, 2002, 2003 and 2005 (dots).
The 2004–2008 model monthly mean range is indicated by the red
shaded area. FA maximum in the tropics reflects biomass and bio-
genic sources.

−80 −60 −40 −20 0 20 40 60 80

100

150

200

250

300

350

400

450

500

550

P
re

ss
ur

e 
(m

ba
r)

 

 

  0

 16

 31

 47

 62

 78

 93

109

124

140

Fig. 6. Measured distribution of FA (pptv) by ACE-FTS from 2004
to 2008. Median of FA measurements is calculated in 10◦ lati-
tude 50 mbar bins. Only cells with more than ten measurements
are shown.

The model greatly underestimates the measured vertical
gradient of FA in the free troposphere, underestimating FA
at low altitude and overestimating it at high altitude (Fig.7).
The correlation plot between FA and CO reveals possible
reasons for this discrepancy (Fig.8). The model overes-
timates FA at low CO (40 to 60 ppbv) which primarily re-
flects the high bias of the model at high altitude where most
of the ACE-FTS measurements are taken. ACE HCN mea-
surements (not shown) imply that air masses with CO mix-
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Fig. 7. Comparison of the simulated FA with observations by ACE-
FTS suggests an altitude-dependent error. Increasing the reaction
rate of OH with FA reduces the model high-bias in the upper tro-
posphere(C) while injection of biomass burning in the free tropo-
sphere provides little improvement in the middle troposphere while
degrading FA simulation in the upper troposphere(B). Absolute
difference between the model and the ACE-FTS measurement is
shown in pptv with contours indicating the relative difference in %
((model-measurement)/measurement). Cells with no measurements
are grayed. Panel(A) shows the comparison for the reference run
(R1), Panel(B) for R2b and Panel(C) for R4 (see Sect.4). The
model is sampled at the location and time of the ACE-FTS mea-
surement.

ing ratios greater than 160 ppbv are strongly influenced by
fresh biomass burning emissions. This is in part captured by
the model which shows a strong enhancement of FA in this
regime. The largest discrepancy is found for values of CO
ranging from 120 to 150 ppbv. These air masses exhibit a
weak biomass burning signature and are primarily located in
the lower free troposphere at high northern latitudes. These
air masses may be affected by boundary layer air, carrying
high mixing ratios of FA or its precursors of biogenic or an-
thropogenic origins. Alternatively, they may be associated
with aged biomass burning, which would support the exis-
tence of long-lived biomass burning precursors of FA.

3.2 Aircraft measurements by mass spectrometry

From the previous section, large sources of FA appears to be
missing in the Northern Hemisphere mid latitudes. Here we
present data from several aircraft missions over North Amer-
ica to gain insights on these missing sources. We use mea-
surements from the Intercontinental chemical transport ex-
periment (INTEX-B/IMPEX April to May 2006 with a focus
on the transport of pollution from Asia to the United States
over the Pacific,Singh et al., 2009), the Second Texas Air
Quality Study (TexAQS II – August to October 2006Par-
rish et al., 2009), the Intercontinental Transport and Chem-
ical Transformation experiment (ITCT 2k4 campaign over
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Fig. 8. The correlation between CO and FA observed by ACE-
FTS (blue crosses) in the free troposphere is not well-captured by
the model (green, red and blue crosses), suggesting a missing sec-
ondary source. Lower panel: correlation plot between FA and CO
(lower panel) for the measurements (blue) and the model: R1 (red),
R2b (green), R4 (black). Upper panel: distribution of measured and
modeled CO. The extent of the error bars indicate the 25 and 75
percentiles. The model is sampled at the location and time of the
ACE-FTS measurement.

the Northeastern United States,Fehsenfeld et al., 2006) and
the Aerosol, Radiation and Cloud Processes Affecting Arctic
Climate study (ARCPAC 2008 over Alaska (Warneke et al.,
2009)). FA and AA were measured by Chemical Ionization
Mass Spectrometry during INTEX-BCrounse et al., 2006)
and AA was measured by PTRMS during ITCT 2k4, AR-
CPAC 2008 and TexAQS IIde Gouw and Warneke, 2007.
Even though FA was not measured during these missions, it
can be expected to correlate very well with AA (e.g.,R = 0.9
for INTEX-B).

The model underestimates AA and FA in all missions, con-
sistent with total column observations in the Northern mid
and high latitudes (Bremen and Thule). Missions closer to
large biogenic or anthropogenic sources (ITCT 2k4 and Tex-
AQS II) exhibit a smaller discrepancy than INTEX-B (im-
pacted by aged Asian pollution) or ARCPAC 2008 (impacted
by biomass burning). This suggests a large missing long-
lived precursor of FA and AA. Consistent with this hypothe-
sis, air masses exhibiting a strong Asian pollution signature
(as defined byDunlea et al., 2009) exhibit a marked enhance-
ment in FA and AA mixing ratio over other air masses sam-
pled over the Pacific (Table4). Since FA and AA emitted
or formed in Asia are expected to be washed out as air is
lifted out of the boundary layer, this enhancement hints at a
secondary production of both acids. The correlation of FA
with the organic fraction of the aerosols (R = 0.83, Fig.9),
which are predominantly of secondary origin (Dunlea et al.,
2009) is consistent with this hypothesis. Similarly, in AR-
CPAC 2008, a strong correlation of AA with black carbon
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Fig. 9. In-situ measurements show strong correlation of FA and AA
with the abundance of organic aerosol over the West Coast of the
United States and the eastern Pacific (INTEX-B), in urban environ-
ments (MILAGRO) as well as in arctic regions (ARCPAC).

(R = 0.86) and the organic content of the aerosol (R = 0.82)
hints at missing sources of AA from biomass burning.

Unrepresented precursors of FA and AA could also ac-
count for some of the discrepancy in INTEX-B (e.g.Sinreich
et al., 2010). The discrepancy in the marine boundary layer
for both acids is similar to the one reported byBaboukas
et al.(2000) in the Atlantic ocean. Modeled marine sources
of FA are a negligible fraction of FA photochemical produc-
tion (∼2.5%) reflecting the low emissions of FA precursors.
This is not true for AA as acetaldehyde emissions from ma-
rine sources are large, resulting in∼8.5% of AA production
over the ocean. The marked maximum in FA total column in
the tropics is, however, consistent with an important role of
transport from the continents (Fig.5).

INTEX-B measurements over the California Central Val-
ley (Table4) also confirm that cattle and/or crop farming
is accompanied by very large mixing ratios of FA and AA
(5 times greater than in Asian plumes and 10 times greater
than in the Pacific free troposphere). In contrast with mea-
surements taken over the Pacific, AA appears to be pro-
duced/emitted more efficiently than FA in this environment.

Comparisons between the model and the data show lower
discrepancies for TexAQS II and ITCT 2k4(∼2−3x, Fig.10a
and 10b). Correlations with anthropogenic markers (ben-
zene: R = 0.5 for TexAQS II, R = 0.75 for ITCT 2k4 ;
methoxyperoxyacetylnitrate:R = 0.85 for ITCT 2k4) sug-
gests a source of AA may be associated with anthropogenic
processes.
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Table 4. The increase in the median measured (m) FA and AA in polluted air observed during INTEX-B/IMPEX reflects the importance of
secondary sources in the budget of FA and AA. These sources are missing from the model (M).α is the slope of the linear fit: AA=αFA+β

calculated using York’s method (York et al., 2004) for the measurement (ordinary least square for the model). Characterization of the air
masses follows the approach ofDunlea et al.(2009).

FA (pptv) AA (pptv) α ± 1σ (R2)

m M m M m M

Free troposphere 296 26 193 25 0.37± 0.16 (0.53) 0.42 (0.37)
(Asian pollution)
Free troposphere 108 26 86 26 0.62± 0.23 (0.52) 0.54 (0.51)
(pristine + dilute Asian pollution)
Boundary layer 1291 81 906 62 1.59± 0.16 (0.63) 0.40 (0.91)
(California Central Valley)

3.3 Summary of model-measurement comparisons

The comparisons between measurements and model results
have revealed that:

1. the model captures FA concentration and seasonality in
regions with large biogenic emissions (ACE-FTS in the
tropics, Wollongong, La Ŕeunion)

2. FA and AA concentrations are largely underestimated
when biomass burning (ARCPAC 2008, ACE-FTS,
La Réunion) or anthropogenic influences (Bremen,
INTEX-B) are strong. However, even in these instances,
FA and AA seasonality (Bremen) suggests that a large
fraction of FA and AA is associated with emission and
photooxidation of biogenic compounds.

3. The rapid decrease in FA with altitude in the upper tro-
posphere is not captured by the model.

4. FA and AA are greatly underpredicted in polar regions
and in Northern midlatitude regions impacted by an-
thropogenic activities.

These observations are consistent with major secondary
sources of FA and AA missing in the model. In the follow-
ing, we use a series of sensitivity runs to examine the criteria
a secondary source of FA and AA must meet to help bridge
the gap between the model and the data. The reference simu-
lation described in this section is referred to as R1 hereafter.

4 Sensitivity study

4.1 Biomass burning injection height

As a default in GEOS-Chem, biomass burning emissions are
solely released in the boundary layer. However observations
have shown that major fires can inject emissions well above
the boundary layer (e.g.de Gouw et al., 2006; Vigouroux
et al., 2009). Several modeling studies have also shown that

observations of CO and aerosols downwind of fires could be
best explained when a large fraction of the fire emissions
is released above the boundary layer (e.g.Turquety et al.,
2007). Injection of FA/AA or their precursors outside of the
boundary layer is of great importance in their budget. In-
deed a fast transport of carboxylic acids out of the bound-
ary layer increases their lifetime by reducing the dry depo-
sition sink and results in a large increase in their net life-
time. This in turn results in enhanced transport of FA and
AA on larger scales. Furthermore biomass burning has been
associated with a reduction of low-level precipitation (e.g.
Andreae et al., 2004) which may further increase carboxylic
acid lifetime.

Several studies have associated enhancements of FA in the
free troposphere to biomass burning (Gonz̀alez Abad et al.,
2009). Here we examine whether injection of biomass burn-
ing emissions outside of the boundary layer can help bridge
the gap between between model and observations at high
CO. We use two different scenarios. In the first one (R2a),
60% of the biomass burning is emitted in the boundary layer
while 35% is emitted in the mid troposphere (from the top of
boundary layer to 400 hPa) and 5% in the upper troposphere
(400 hPa to 200 hPa). In the second scenario (R2b), we adopt
one of the scenarios used byTurquety et al.(2007) to inves-
tigate biomass burning over North America with 40% of the
biomass burning emissions in the boundary layer, 30% in the
mid troposphere and 30% in the upper troposphere. Since our
goal is to examine the sensitivity of free tropospheric FA to
biomass burning injection height, modifications of the injec-
tion height are applied globally, an important simplification
(Val Martin et al., 2010, and references therein). Furthermore
we assume that EF for FA and AA are independent of the the
biomass burning injection height. This is another important
simplification since (a) the injection of biomass burning in
the free troposphere strongly depends on the fire intensity,
and (b) EF for FA and AA exhibit some correlation with the
modified combustion efficiency (MCE), an indicator of the
combustion type (flaming or smoldering). Therefore, a more
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Fig. 10. (a)TexAQS II and(b) ITCT 2k4. Comparison between
measured (blue) and modeled (red) vertical AA profiles. The box
(thick line) extent represents the 25% and 75% percentiles.

quantitative study of the importance of biomass burning in
the FA and AA budget would require an explicit description
of the relationship between MCE and EF as well as MCE and
injection height.

Both scenarios lead to an enhancement of FA in the mid
troposphere (by 10% for R2a (not shown) and by 35% for
R2b (Fig.7 panel b)). The increase is especially large at high
CO, greatly reducing the discrepancy between the model and
the measurements (Fig.8). This is remarkable since biomass
burning emissions of FA and its precursors account for a rel-
atively small fraction of FA sources in the model. This dis-
proportionate effect highlights the strength of boundary layer
sinks of FA which greatly hinder its transport to the free tro-
posphere. The increase in FA induced by both scenarios is,
however, insufficient to bridge the gap between the model

and the data in the lower troposphere. In particular, it has
no effect on the modeled FA in air masses with CO mixing
ratios ranging from 120 to 150 ppbv. This is not surprising if
these air masses are associated with aged biomass burning,
as FA sinks (photooxidation and wet deposition) are faster
than for CO. In contrast, the injection of FA into the free tro-
posphere significantly amplifies the discrepancy between the
model and the measurements in the upper troposphere. The
very long lifetime of FA in the upper troposphere is respon-
sible for this strong sensitivity. In R2b, FA is increased by
almost 50% in the upper troposphere compared to the refer-
ence run, resulting in large discrepancies for CO between 40
and 120 ppbv (Fig.7).

These observations suggest that the distribution of FA in
the free troposphere is only sensitive to biomass burning in-
jection height for fresh biomass burning plumes. As FA is
removed from the free troposphere faster than CO, the cor-
relation between FA and CO across the whole CO range can
only be sustained if the photooxidation of long-lived unrep-
resented compounds (i.e., poorly soluble and reactive) pro-
duces FA. However, if such a source exists, the observed ver-
tical gradient of FA indicates a large sink is missing from the
model in the upper free troposphere.

4.2 Secondary source of FA and AA and organic aerosol
aging

The positive correlation of FA and AA with submicron or-
ganic aerosol observed in several aircraft campaigns (Fig.9)
hints at a possible relationship between FA and AA produc-
tion and aerosol aging, i.e., processes affecting aerosol com-
position.

Aerosol composition is very dynamic as evidenced by the
positive correlation between the oxygen to carbon ratio and
the residence time of aerosols (DeCarlo et al., 2008; Capes
et al., 2008). Near sources, aging is thought to be domi-
nated by gas-phase oxidation of semivolatiles (a), while, for
longer residence time, heterogeneous oxidation (b) may be-
come important (DeCarlo et al., 2008; George et al., 2008).
The combined evolution of the oxygen to carbon ratio and
of the hydrogen to carbon ratio during aerosol aging was
recently showed to be consistent with the formation of car-
boxylic groups (Heald et al., 2010). This is not inconsistent
with (a), even though we are not aware of direct evidence for
the formation of either FA or AA from the photooxidation
of semivolatiles. In contrast, laboratory experiments provide
ample evidence for the volatilization of FA and AA (b) fol-
lowing the photolysis of aerosols (Walser et al., 2007; Pan
et al., 2009) as well as their heterogeneous oxidation by O3
(Eliason et al., 2003; Park et al., 2006) and OH (Eliason et al.,
2004; Molina et al., 2004; Vlasenko et al., 2008). As het-
erogeneous oxidation operates on relatively long time scales
(>4 daysGeorge et al., 2008), it could help account for ob-
servations during INTEX-B and at Paramaribo. It appears,
however, to be too slow to provide a large source of FA and
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AA near emission centers (DeCarlo et al., 2008). These ob-
servations suggest that aerosol aging and wall reactions could
result in a significant source of FA and AA in chamber ex-
periments that was not accounted for byPaulot et al.(2009).

Comparison between the data and the model suggests
global sources of FA and AA may be underestimated by up
to 50% for both acids, i.e., an additional∼2 TmolC yr−1. Es-
timates for the global flux of carbon from the photooxidation
of aerosol range from 4 to 16.5 TmolC yr−1 (Kwan et al.,
2006), suggesting FA and AA volatilization would need to
account for a very large fraction of this flux (10–50%). How-
ever this estimate does not account for the probably large
dynamic exchange of matter between the gas and aerosol
phases driven by semivolatile volatilization and photooxida-
tion (Robinson et al., 2007; Kroll et al., 2009; Jimenez et al.,
2009).

Proper evaluation of the role of aerosol aging as a source of
FA and AA requires detailed modeling of aerosol evolution
(e.g., following the framework presented byJimenez et al.,
2009) informed by additional laboratory measurements. This
is beyond the scope of this paper. Here, we do not explic-
itly model secondary organic aerosol but use organic aerosol
(OA) to generate a diffuse source of FA and AA associated
with aerosol aging (scenario R3). In GEOS-Chem, OA rep-
resents both emitted OA (primarily from biomass burning
with an important contribution of anthropogenic sources in
the Northern midlatitudes) and a small and simplified sec-
ondary production from the condensation of low volatility
compounds from biogenic and anthropogenic sources (Park
et al., 2003). The largest global source of OA is biomass
burning globally. We assume that the reaction of OH with
OA produces FA and AA according to:

dFA

dt
=

dAA

dt
=

(
rp

Dg
+

4

vγ

)−1

A×OH

whererp is the particle radius,γ the reaction probability (as-
sumed to be 1 here),Dg the gas-phase diffusion coefficient,
v the mean molecular velocity of OH andA the aerosol sur-
face area. This reaction does not represent a physical process
(OA is not lost via this reaction) but is meant to provide a
diffuse source of FA and AA correlated with OA. Including
this process results in an increase in the source of FA and AA
by 320 Gmol yr−1, about∼25% (∼0.95 TmolC yr−1).

This large additional FA source greatly improves the
agreement with La Ŕeunion. The mean FA concentration
increases by almost 60% in October (Fig.11a). Similarly,
the anomalously high FA measured in December 2006 in
Wollongong is much better reproduced in the model with
this hypothetical aerosol source (Fig.11b). We note that it
has little effect on the FA total columns for the other years,
underlining the exceptional intensity of the 2006 bush fires.
For both sites, a similar increase in biomass burning emis-
sions of FA would not result in such a large improvement.
This is because the lifetime of organic aerosol is longer than
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Fig. 11. A diffuse source of FA from aerosol aging (dominated by
biomass burning (R3)) allows the model to reproduce the increase
in FA during the biomass burning season in La Réunion (a) and
Wollongong(b). Color code as Fig. 3.

the lifetime of FA. This is evident in the comparison with
the cruise measurements where a very large increase is ob-
served in the tropics, reflecting the enhanced transport of FA
biomass burning precursors away from their source regions
(Fig. S11). Other locations impacted by biomass burning
such as Thule see large increases in FA or AA though this
remains insufficient to bridge the gap between model and
measurements.

In the GEOS-Chem simulations used in this study, or-
ganic aerosol sources are dominated by biomass burning.
Because of the lack of a proper representation of secondary
organic aerosol (SOA) in our simulation, it is not surpris-
ing the discrepancy remains very large in locations where
organic aerosols are dominated by SOA from biogenic or
anthropogenic sources (e.g., Bremen (Fig. S13), INTEX-B).
Future work will focus on assessing the role of semivolatiles
as a source of FA and AA. In particular, the interaction be-
tween biotic emissions (biogenic and agricultural) and an-
thropogenic activities need to be properly represented, as it
has been shown that this interaction could result in enhanced
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secondary aerosol formation (de Gouw et al., 2005; Weber
et al., 2007; Goldstein et al., 2009). If SOA aging is indeed
a source of FA and AA, this could help explain the biogenic
signature of FA and AA in polluted regions (seasonality and
isotopic composition), as well as the similar magnitudes of
Wollongong and Bremen FA total columns despite very dif-
ferent isoprene sources.

4.3 Upper tropospheric budget of FA

The ACE-FTS comparison revealed a high bias of the model
in the upper troposphere. At these altitudes, wet deposition
becomes small and FA sink is dominated by the reaction of
OH with FA.

To examine the sensitivity of the FA profile to the temper-
ature dependence of its reaction with OH, we use the tem-
perature dependence derived theoretically byGalano et al.
(2002) for the acidic (k1) and formyl channels (k2) and scale
it to match the experimental rate of FA + OH determined at
room temperature. The resulting rate constant of FA with OH
(kFA+OH) is :

kFA+OH = k1+k2 = 2.94×10−14
×exp

(
786

T

)

+9.85×10−13
×exp

(
−

1036

T

)
At 220 K, this predicts the oxidation of FA is 2.3 times faster
than at 298 K.

In the R4 simulation, we also include FA formation from
organic aerosol (as in R3) as well as the injection of FA in
the mid troposphere (as in R2a). The change in the reaction
rate at cold temperature results in a dramatic decrease of FA
in the upper troposphere (Fig.7), because photooxidation is
the dominant sink of FA in this region. This decrease is es-
pecially remarkable since mid troposphere FA is increased
as a result of the injection of biomass burning in this regions.
This result must be interpreted cautiously as the model may
underestimate HOx in the upper troposphere, especially in
the tropics (Wennberg et al., 1998). The fate of FA in the up-
per troposphere deserves more study since FA could provide
a useful proxy to investigate biomass burning injection in the
free troposphere.

The discrepancy between model and observation of FA
in the upper troposphere is further amplified if the equilib-
rium between HOCH2OO and HCHO+HO2 is considered
(Veyret et al., 1989).

HCHO+HO2 � HOCH2OO (R3)

HOCH2O2+HO2 → HOCH2OOH (R4)

HOCH2O2+HO2 → HOCH2O+OH+O2 (R5)

HOCH2O2+HO2 → FA+H2O (R6)

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

FA (ppbv)

η

0 0.1 0.2 0.3 0.4 0.5 0.6 0.70.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

Fraction of FA source due to HCHO + HO
2

Fig. 12. Including a representation of HCHO+HO2 chemistry in-
creases FA in the upper troposphere by nearly 50% (red) compared
to the reference run (blue). Such a source (black dashed line) would
further amplify the high bias of the model with respect to ACE-FTS
observations. Profile of FA at−14◦ N, 60◦ W July 2005.

HOCH2O2+NO→ HOCH2O+NO2 (R7)

HOCH2O+O2 → FA+HO2 (R8)

HOCH2OOH
S
→ FA (R9)

HOCH2OOH+OH→ FA+H2O+OH (R10)

HOCH2OOH+OH→ HOCH2OO (R11)

HOCH2OOH+hν → HOCH2O+OH (R12)

Reaction of HOCH2OO with NO results in FA forma-
tion. Jenkin et al.(2007) reported than (R5) and (R6) ac-
count for 20% and 30% of the reaction of HOCH2OO with
HO2. The photooxidation of hydroxymethylhydroperoxide
(HOCH2OOH) is also expected to form FA with high yield
from photolysis, reaction with OH and heterogeneous de-
composition (Neeb et al., 1997). Therefore we assume that
the reaction of HO2 with HOCH2OO results in FA forma-
tion with a yield of 1. As shown on Fig.12, HO2+HCHO
chemistry significantly increases FA in the upper troposphere
where the lifetime of HOCH2OO is long enough for the re-
action of HOCH2OO with NO and HO2 to compete with
HOCH2OO decomposition. As pointed byHermans et al.
(2005), proper assesment of HCHO+HO2 importance as a
sink of formaldehyde and source of FA requires very precise
knowledge of the temperature dependence of (R3). Recent
measurements of HOCH2OO→ HO2+CH2O by Pinceloup
et al. (2003) are significantly slower than the recommended
IUPAC value (Atkinson et al., 2006) used in this simulation.
This suggests the source of FA from HCHO+HO2 in the free
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troposphere may be even larger than shown on Fig.12. FA
observations in the upper troposphere thus provide a much
needed test of the representation of HCHO+HO2 in models.

5 Conclusions

We have derived a detailed bottom-up inventory of FA and
AA in the atmosphere. Our updated source of FA is more
than twice as large as previous estimates, reflecting the for-
mation of FA from the photooxidation of isoprene and its
products by OH. Both carboxylic acids are predicted to orig-
inate primarily from the photooxidation of biogenic com-
pounds with biomass burning a significant seasonal source
in many environments.

Despite these larger sources, the model remains biased
low, especially in the Northern mid latitudes and in air
masses affected by biomass burning. This discrepancy can-
not be solely resolved by increasing biomass burning emis-
sions of FA and AA.

We propose that a long-lived secondary source of FA and
AA of order ∼2 TmolC yr−1 has yet to be identified. We
hypothesize that the strong correlation of aerosol organic
content with FA and AA hints at the possible relationship
between aerosol aging and carboxylic acid production. If
this relationship is demonstrated, FA and AA could prove
very valuable to investigate aerosol aging, composition and
sources. A realistic treatment of SOA (especially the missing
SOA in polluted regions, including through anthropogenic-
biogenic interactions), may help reduce the discrepancy in
the mid latitudes where the biomass burning source of or-
ganic aerosol is limited.

The comparison between ACE-FTS mid and upper tropo-
spheric measurements also reveals that strong enhancements
in FA are consistent with injection of biomass burning emis-
sions outside of the boundary layer (though FA is most likely
associated with secondary production). FA may be used as
a proxy to track biomass burning injection in the free tro-
posphere, a very uncertain parameter in chemical transport
models.

Finally even though the data set presented in this study of-
fers the first long-term overview of the global distribution of
FA, many regions of interest (in particular Africa and Asia),
remain very poorly sampled. Ongoing efforts to retrieve FA
from TES, IASI (Clerbaux et al., 2009; Razavi et al., 2011) or
MIPAS-ENVISAT (Grutter et al., 2010) are thus particularly
promising.

Supplementary material related to this
article is available online at:
http://www.atmos-chem-phys.net/11/1989/2011/
acp-11-1989-2011-supplement.pdf.
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T., and Kohse-Ḧoinghaus, K.: Enols Are Common Interme-
diates in Hydrocarbon Oxidation, Science, 308, 1887–1889,
doi:10.1126/science.1112532, 2005.

Talbot, R. W., Beecher, K. M., and Harriss, R. C.: Atmo-
spheric geochemistry of formic and acetic acids at a mid-
latitude temperate site, J. Geophys. Res., 93, 1638–1652,
doi:10.1029/JD093iD02p01638, 1988.

Turquety, S., Logan, J. A., Jacob, D. J., Hudman, R. C., Leung,
F. Y., Heald, C. L., Yantosca, R. M., Wu, S., Emmons, L. K.,
Edwards, D. P., and Sachse, G. W.: Inventory of boreal fire
emissions for North America in 2004: Importance of peat burn-
ing and pyroconvective injection, J. Geophys. Res. Atmos., 112,
D12S03,doi:10.1029/2006JD007281, 2007.

Usher, C. R., Michel, A. E., and Grassian, V. H.: Reactions on min-
eral dust, Chem. Rev, 103, 4883–4940,doi:10.1021/cr020657y,
2003.

Val Martin, M., Logan, J. A., Kahn, R. A., Leung, F.-Y., Nelson,
D. L., and Diner, D. J.: Smoke injection heights from fires in
North America: analysis of 5 years of satellite observations,
Atmos. Chem. Phys., 10, 1491–1510,doi:10.5194/acp-10-1491-
2010,
2010.

Vander Auwera, J., Didriche, K., Perrin, A., and Keller, F.: Ab-
solute line intensities for formic acid and dissociation con-
stant of the dimer, J. Chem. Phys., 126, 124311–124320,
doi:10.1063/1.2712439, 2007.

Velazco, V., Notholt, J., Warneke, T., Lawrence, M., Bremer, H.,
Drummond, J., Schulz, A., Krieg, J., and Schrems, O.: Lat-
itude and altitude variability of carbon monoxide in the At-
lantic detected from ship-borne Fourier transform spectrometry,
model, and satellite data, J. Geophys. Res. Atmos., 110, 9306,
doi:10.1029/2004JD005351, 2005.

Veyret, B., Lesclaux, R., Rayez, M. T., Rayez, J. C., Cox, R. A., and
Moortgat, G. K.: Kinetics and mechanism of the photo-oxidation
of formaldehyde. 1. Flash photolysis study, J. Phys. Chem., 93,
2368–2374, 1989.

Vigouroux, C., Hendrick, F., Stavrakou, T., Dils, B., De Smedt,
I., Hermans, C., Merlaud, A., Scolas, F., Senten, C., Van-
haelewyn, G., Fally, S., Carleer, M., Metzger, J.-M., Müller,

J.-F., Van Roozendael, M., and De Mazière, M.: Ground-
based FTIR and MAX-DOAS observations of formaldehyde at
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Abstract. We present intercomparison results for formalde-
hyde (HCHO) slant column measurements performed during
the Cabauw Intercomparison campaign of Nitrogen Dioxide
measuring Instruments (CINDI) that took place in Cabauw,
the Netherlands, in summer 2009. During two months, nine
atmospheric research groups simultaneously operated MAX-
DOAS (MultiAXis Differential Optical Absorption Spec-
troscopy) instruments of various designs to record UV-
visible spectra of scattered sunlight at different elevation an-
gles that were analysed using common retrieval settings. The
resulting HCHO data set was found to be highly consistent,
the mean difference between instruments generally not ex-
ceeding 15 % or 7.5× 1015 molec cm−2, for all viewing el-
evation angles. Furthermore, a sensitivity analysis was per-
formed to investigate the uncertainties in the HCHO slant
column retrieval when varying key input parameters such
as the molecular absorption cross sections, correction terms

for the Ring effect or the width and position of the fit-
ting interval. This study led to the identification of po-
tentially important sources of errors associated with cross-
correlation effects involving the Ring effect, O4, HCHO and
BrO cross sections and the DOAS closure polynomial. As
a result, a set of updated recommendations was formulated
for HCHO slant column retrieval in the 336.5–359 nm wave-
length range. To conclude, an error budget is proposed which
distinguishes between systematic and random uncertainties.
The total systematic error is estimated to be of the order of
20 % and is dominated by uncertainties in absorption cross
sections and related spectral cross-correlation effects. For a
typical integration time of one minute, random uncertainties
range between 5 and 30 %, depending on the noise level of
individual instruments.

Published by Copernicus Publications on behalf of the European Geosciences Union.
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1 Introduction

Formaldehyde (HCHO) is the most abundant organic car-
bonyl compound in the atmosphere. Being a short-lived ox-
idation product of a large number of volatile organic com-
pounds (VOCs), its abundance can be closely related to VOC
emissions of natural origin or from human activities. In par-
ticular, the variability of HCHO over continents is domi-
nated by local production from non-methane volatile organic
compounds (NMVOCs) (Millet et al., 2006; Stavrakou et
al., 2009a,b and references therein), originating from bio-
genic, pyrogenic or anthropogenic sources. These emissions,
through their involvement in tropospheric ozone chemistry,
are important in controlling air quality. Over Europe, satellite
observations reveal a marked seasonal cycle, with a summer
maximum and a winter minimum (Curci et al., 2010).

Tropospheric formaldehyde has been observed from nadir
UV backscatter satellite sensors (Chance et al., 2000; Palmer
et al., 2003; Wittrock et al., 2006; De Smedt et al., 2008,
2010; Millet et al., 2008; Marbach et al., 2009; Vrekous-
sis et al., 2010; Curci et al., 2010), as well as from air-
borne and ground-based in situ instruments (e.g. Hak et al.,
2005; Fried et al., 2011 and references therein) and ground-
based remote-sensing Fourier transform infrared spectrome-
ters (e.g. Demoulin et al., 1999; Jones et al., 2009; Vigouroux
et al., 2009). In the UV, HCHO can be measured using active
and passive Differential Optical Absorption Spectroscopy
(DOAS) (see Platt and Stutz, 2008, for a review). Among
the category of passive DOAS systems, the Multiaxis DOAS
(MAX-DOAS) technique can be used for tropospheric trace
gas monitoring (Van Roozendael et al., 2003; Hönninger et
al., 2004; Sinreich et al., 2005). The MAX-DOAS technique
has been successfully applied to NO2, HCHO, SO2, BrO, and
CHOCHO detection (e.g. Bobrowski et al., 2003; Wittrock et
al., 2004; Heckel et al., 2005; Sinreich et al., 2007; Pikelnaya
et al., 2007; Theys et al., 2007; Clémer et al., 2009; Vlemmix
et al., 2010, 2011a; Irie et al., 2011; Wagner et al., 2011).

MAX-DOAS instruments perform quasi-simultaneous ob-
servations of scattered sunlight in a range of viewing direc-
tions scanned from the horizon to the zenith. Measurements
made at low elevation angles have a higher sensitivity to
lower tropospheric layers, since in this geometry the photons
travel longer paths through these layers than photons sam-
pled at larger elevation angles. This results in an increased
sensitivity to atmospheric absorbers that are located near the
surface, such as HCHO. It has been shown that the MAX-
DOAS technique can be used to to retrieve information on the
vertical distribution of both trace gases and aerosols (Wagner
et al., 2004; Frieß et al., 2006; Irie et al., 2008, 2009; Clémer
et al., 2010; Li et al., 2010). These advantages, combined
with the fact that measurements can be made automatically
year-round, with a good/frequent temporal sampling, make
the MAX-DOAS method suitable for long-term monitoring
of atmospheric composition. Moreover, due to their spatial
representativeness in both vertical and horizontal axes (Irie et

al., 2011; Wagner et al., 2011), MAX-DOAS measurements
are also particularly well suited to make the link between
satellite observations, chemical transport model calculations,
and in situ measurements in a validation context (Brinksma
et al., 2008; Vlemmix et al., 2011b).

The first reported MAX-DOAS measurements of HCHO
were performed in the Italian Po Valley, in summers 2002
and 2003 (Heckel et al., 2005; Wagner et al., 2011). Soon
after, Hak et al. (2005) reported on an intercomparison ex-
ercise including the chromatographic technique, long-path
(LP) DOAS, Fourier Transform InfraRed (FTIR), MAX-
DOAS, and Hantzsch-type in situ instruments, showing
good consistency between the different techniques. In 2006,
Wittrock et al. published a study on global HCHO map-
ping from the SCIAMACHY (SCanning Imaging Absorption
spectroMeter for Atmospheric CHartographY) nadir satel-
lite instrument including comparisons with two MAX-DOAS
systems (in Kenya and the Netherlands), and found good
agreement within the estimated uncertainties. Pikelnaya et
al. (2007) and Inomata et al. (2008) also compared MAX-
DOAS HCHO with LP-DOAS and PTR-MS data, respec-
tively, and Vigouroux et al. (2009) compared SCIAMACHY,
MAX-DOAS and FTIR HCHO total columns in a tropi-
cal remote region. Recently, Fried et al. (2011) presented
a comparison of ground-based MAX-DOAS and aircraft
HCHO measurements during the INTEX-B (INtercontinen-
tal chemical Transport EXperiment) campaign and showed
good agreement between both data sets.

Although the aforementioned studies have largely demon-
strated the capabilities of MAX-DOAS systems for HCHO
detection, no effort has been devoted so far to intercompare
and harmonize instruments and retrieval methods. Such ac-
tivities are an essential prerequisite for the reliable retrieval
of vertical columns and profiles from MAX-DOAS HCHO
measurements. The Cabauw Intercomparison campaign of
Nitrogen Dioxide measuring Instruments (CINDI) in the
Netherlands in June–July 2009 (Roscoe et al., 2010; Piters et
al., 2012), where a number of MAX-DOAS instruments were
jointly operated, presented the opportunity to assess for the
first time the consistency of these HCHO measuring systems.
The Cabauw site is located in a semi-rural area of the Nether-
lands where formaldehyde concentrations are expected to be
between one and several tens of ppbv, which are typical back-
ground levels in the continental boundary layer and urban re-
gions, respectively (Hak et al., 2005; Fried et al., 2011). In
their study on multi-component MAX-DOAS retrievals dur-
ing CINDI, Irie et al. (2011) reported median HCHO vertical
mixing ratios (VMRs) of around 2.5 ppbv, and peak values of
up to 8 ppbv. The CINDI data set is therefore ideally suited
for an HCHO intercomparison exercise.

This paper is structured as follows. Section 2 gives an
overview of the CINDI campaign, the data recorded, the in-
struments, and the settings used by the different groups. Re-
sults from the HCHO slant column intercomparison are then
presented in Sect. 3. In Sect. 4, we focus on sensitivity tests
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performed to assess the stability of the HCHO retrievals. Re-
sults are used to derive an error budget for slant column re-
trievals. Conclusions and perspectives are given in Sect. 5.

2 Data analysis

2.1 The CINDI intercomparison campaign

The CINDI campaign took place at the Cabauw Experimen-
tal Site for Atmospheric Research (CESAR site; Russchen-
berg et al., 2005), a semi-rural area in the Netherlands. Al-
though the campaign mainly focused on tropospheric NO2,
aerosols were also monitored with in situ systems, sun pho-
tometers and a lidar (Piters et al., 2012; Zieger et al., 2011;
Irie et al., 2011). To complement the atmospheric composi-
tion measurements, the site offered a large ensemble of mete-
orological observations. A detailed description of the CINDI
campaign and an overview of first results can be found in
Piters et al. (2012).

Instruments were installed and tested between 8 and
14 June 2009 and a formal semi-blind intercomparison of
NO2 and O4 Differential Slant Column Densities (DSCDs)
took place from 15 to 30 June 2009 (Roscoe et al., 2010).
After that date, additional measurements were performed
by several groups until 24 July, focusing on other species,
such as HCHO, BrO, and CHOCHO. The goal of the formal
semi-blind NO2 and O4 intercomparison was to characterize
the current level of consistency of multi-axis instruments, as
previously done for the zenith-sky instruments of the Net-
work for the detection of atmospheric composition change
(NDACC; e.g. Roscoe et al., 1999; Vandaele et al., 2005).
During CINDI, 22 NO2 measuring systems were intercom-
pared, and most of them were shown to meet the criteria for
endorsement by NDACC (Roscoe et al., 2010).

2.2 Instruments

The present work focuses on HCHO measurements from
MAX-DOAS instruments. Nine groups participated in this
exercise, as reported in Table 1. In addition, NIWA (National
institute for Water and Atmospheric Research, New Zealand)
and KNMI (Koninklijk Nederlands Meteorologisch Instituut,
the Netherlands) performed a few HCHO measurements dur-
ing the campaign. However, these data were too sparse to in-
clude in the intercomparison.

A comprehensive description of the CINDI MAX-DOAS
instruments can be found in Piters et al. (2012) and Roscoe et
al. (2010), and additional references relevant for the present
study are given in Table 1. All systems that operated dur-
ing CINDI recorded spectra at a set of prescribed elevation
angles (2, 4, 8, 15, 30◦ and the zenith), and at a fixed az-
imuth angle of 287◦ relative to north. A full cycle of MAX-
DOAS measurements was generally obtained within half an
hour. For the intercomparison of HCHO, only measurements
recorded at a solar zenith angle (SZA) less than 75◦ were

used in order to exclude error-prone twilight measurements
that are not relevant for the present study.

As can be seen in Table 1, the characteristics of the var-
ious instruments were quite diverse, ranging from commer-
cial mini-DOAS systems to state-of-the-art scientific grade
instruments equipped with thermoelectrically cooled CCD
array detectors of large dimension. Accordingly, the stability
and noise levels were expected to differ considerably from
one system to another, with a direct impact on correspond-
ing HCHO measurements. Another important point is that
some instruments were set up to record spectra in both UV
and visible ranges simultaneously, while others had to alter-
nate between these two wavelength regions. As a result, some
systems (e.g. INTA and Toronto) could only measure HCHO
after 30 June, at the end of the formal period of the NO2 inter-
comparison exercise described in Roscoe et al. (2010). Oth-
ers’ instruments (WSU, NASA) switched their wavelength
range repeatedly over time, alternating the two types of mea-
surements throughout the campaign. It should be noted that
the MAX-DOAS instrument of the Toronto group was tested
in multi-axis mode for the first time during this campaign,
and only a few days of data were available.

2.3 HCHO analysis settings

Formaldehyde presents structured absorption bands in the
UV spectral region, between 240 and 360 nm. Because of
the increased ozone absorption below 320 nm, only the bands
above 320 nm are generally used for the spectral retrieval of
HCHO. In this region, the HCHO DSCDs are retrieved from
measured spectra by applying the DOAS technique (Platt
and Stutz, 2008, and references therein). The wavelength in-
terval for fitting is generally optimized so as to (1) maxi-
mize the sensitivity to HCHO, (2) minimize the fitting resid-
uals and the scatter of the retrieved HCHO slant columns,
and (3) minimize the interferences with other absorbers. Fig-
ure 1 displays the absorption cross sections of the trace gases
that need to be considered in the 320–370 nm wavelength
region. Based on experience and heritage from past stud-
ies on ground-based (e.g. Heckel et al., 2005; Vigouroux et
al., 2009) and satellite instruments (Wittrock et al., 2006; De
Smedt et al., 2008, 2009), standardized analysis settings were
defined and prescribed for use in the present intercomparison
exercise. These baseline settings are summarized in Table 2.
Note that all absorption cross sections were convolved to the
resolution of the individual instruments using slit function
information provided by each group. In the case of the O3
and NO2 cross sections, a solarI0 correction was applied
(Aliwell et al., 2002).

For the retrievals, daily reference spectra were taken from
the zenith observations around 11:40 UT. Figure 2 presents
an example of HCHO fitting results obtained with the BIRA-
IASB (Belgian Institute for Space Aeronomy)instrument on
30 June 2009, at 4◦ elevation angle and 43◦ SZA. The cor-
responding residuals (approximately 10−4 RMS) are typical
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Table 1.Primary characteristics of the spectrometers taking part in the HCHO intercomparison campaign.

Institute Measurement FWHM Sampling Detector Integration Reference
period for (nm) ratio characteristics time
HCHO (pixel/

FWHM)

BIRA 13 Jun–22 Jul 0.4 9 back- 60 s Clémer et
illuminated al. (2010)
CCD,
2048× 512
pixels
(−30◦C)

INTA, 7 Jul–24 Jul 0.4 3.6 UV enhanced 90 s Roscoe et
Instituto CCD, al. (2010)
Nacional de 1024× 256
Tecnica pixels
Aeroespacial (−40◦C)

Bremen 8 Jun–21 Jul 0.4 11.8 back- 40 s Wittrock
illuminated et al.
CCD, (2004)
2048× 256
pixels
(−35◦C)

Heidelberg 17 Jun–24 Jul 0.5 6.5 back- 60 s Frieß et
illuminated al. (2011)
CCD,
2048× 256
pixels
(−30◦C)

JAMSTEC, 8 Jun–24 Jul 0.7 8 uncooled CCD, 5 min Irie et al.
Japan Agency for 3648 pixels (2011)
Marine-Earth
Science and
Technology

NASA 22 Jun–20 Jul 0.6 5 uncooled CCD, 16 s Herman et
2048× 14 pixels al. (2009)

WSU, 21 Jun–5 Jul 0.83 8 back- Typical Herman et
Washington illuminated 1.2 s al. (2009)
State CCD,
University 2048× 512

pixels
(−70◦C)

Toronto 30 Jun–4 Jul 0.2–0.8 7–12 back- ∼ 2 min Fraser et
illuminated al. (2009)
CCD,
2048× 512
pixels
(−72◦C)

Mainz 21 Jun–10 Jul 0.6 8 stabilised 60 s Shaiganfar
CCD, et al.
2048 pixels (2011)
(4◦C)
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Table 2.Baseline DOAS analysis settings used for HCHO slant column retrieval during the intercomparison exercise.

Parameter Specification

Fitting interval 336.5–359 nm
Wavelength calibration Calibration based on reference solar atlas (Chance and Kurucz, 2010)
Cross sections

HCHO Meller and Moortgat (2000), 293◦K
O3 Bogumil et al. (2003), 223 and 243◦K, I0-corrected
NO2 Vandaele et al. (1996), 298◦K, I0-corrected
BrO Fleischmann et al. (2004), 223◦K
O4 Hermans et al. (2003) (http://spectrolab.aeronomie.be/o2.htm)
Ring effect Chance and Spurr (1997)
Closure term Polynomial of order 3 (corresponding to 4 coefficients)

Intensity offset Linear correction
Wavelength adjustment All spectra shifted and stretched against reference spectrum

Fig. 1. Absorption cross sections of the main trace gases absorb-
ing in the 320–370 nm spectral range and of the Ring effect. All
absorption cross sections are expressed in cm2 molec−1, except O4
(× 10−40cm5 molec−2) and have been smoothed to match the res-
olution of the BIRA-IASB instrument (0.38 nm FWHM).

of low-noise scientific grade instruments. Under similar con-
ditions, residuals can be an order of magnitude larger when
using compact mini-DOAS systems.

2.4 Results

Figure 3a shows an example of HCHO measurements ob-
tained during CINDI. HCHO DSCDs measured by the
BIRA-IASB MAX-DOAS instrument at 30◦ elevation were
converted into equivalent vertical columns (VCDs) using a
simple geometrical approximation (Hönninger et al., 2004;
Ma et al., 2012). The time series of HCHO VCDs covers
approximately one month during summer. Comparing the re-
trieved columns with measurements of the ambient temper-
ature (Fig. 3a), one can see that the HCHO variations are
strongly correlated with corresponding changes in the tem-
perature. This feature was reported by Irie et al. (2011) and
is consistent with a background HCHO source, mainly due to

Fig. 2. Example of a HCHO slant column fit obtained with the
BIRA-IASB instrument on 30 June 2009, around 14:30 UT, at 4◦

elevation angle and 43◦ solar zenith angle. The first panel shows the
measured (black) and the fitted (red) values, and the second panel
shows the residual of the DOAS fit.

the oxidation of biogenic NMVOCs. In contrast, the HCHO
peak values as observed on several days in July are proba-
bly related to anthropogenic emission sources. In Fig. 3b, the
complete VCD data set was binned and plotted as a function
of the local time. As can be seen from the standard devia-
tions, the natural variability of HCHO is large, but the diurnal
variation consistently peaks in the afternoon, which is likely
related to the progressive oxidation of the NMVOCs emitted
during the day.
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Fig. 3. HCHO vertical columns (molec cm−2) retrieved from
BIRA-IASB MAX-DOAS measurements at 30◦ elevation using a
geometrical approximation.(a) Time series of observations per-
formed during June and July 2009. Ambient temperature measure-
ments are superimposed in blue.(b) Corresponding mean diurnal
variation of the HCHO vertical column. Error bars denote the one
sigma standard deviations around the mean values.

Fig. 4. Diurnal evolution of the HCHO DSCD measured on
2 July 2009 and averaged in 30-min bins, for the different instru-
ments involved in the intercomparison. Units are molec cm−2.

3 Slant column intercomparison results

We follow the method introduced in Roscoe et al. (2010)
for the NO2 and O4 slant column measurement intercom-
parison. HCHO DSCDs retrieved by each group using the
baseline analysis settings defined in Table 2, are averaged
over periods of 30 min. This procedure minimizes the im-
pact of the temporal and spatial variability of HCHO and
of the differences in read-out noise between instruments. An
example of the diurnal evolution of the resampled HCHO
DSCDs is shown in Fig. 4 for different elevation angles and
for SZA< 75◦, on 2 July 2009. This day was chosen because

Fig. 5. Scatter plots of the HCHO DSCD (1015molec cm−2) mea-
sured by BIRA against those measured by IUP Bremen. Data from
the whole campaign were averaged in 30-min bins. Statistical pa-
rameters derived from each regression plot (number of points #, lin-
ear regression equation and correlation coefficientsR) are given for
each elevation above the corresponding subplots. The dashed line is
they =x line.

almost all instruments were in operation and the HCHO con-
centrations had a smooth variation over time. As can be seen,
the HCHO DSCDs are consistently larger at low elevation
due to the enhanced light path in the near-surface HCHO
layer; good agreement is observed between various data sets.

To proceed further, the measurements from each group
were first compared to the Bremen data set, which has the
most complete time series, very frequent measurements and
smooth behaviour. In the second step, a reference data set
was created by grouping the instruments that presented the
best mutual agreement. To illustrate this procedure, Fig. 5
displays the BIRA HCHO DCSDs plotted against those of
Bremen, for different elevation angles. Relevant statistical
parameters (correlation coefficient, slope and intercept of the
linear regression fit) are indicated. As can be seen, the scat-
ter plots are compact, and the slopes and correlation coeffi-
cients are close to unity, confirming the good agreement be-
tween the Bremen and BIRA instruments. Statistical param-
eters at 30 and 90◦ elevation are slightly smaller, due to the
smaller dynamical range of the DSCDs at those elevations
(see Fig. 4). Similar agreement was found with INTA, and
therefore a reference data set was created by averaging data
from the Bremen, BIRA and INTA instruments. The scatter
plots displayed in Fig. 6 illustrate, for the 4◦ elevation case,
the results of the final comparison where data from each in-
dividual instrument are compared to the merged reference.
Although the number of coincident points can differ greatly
depending on instruments, the data of most of the groups
agree quite well with the reference. Figure 7 presents the fi-
nal results of the statistical analysis, constructed using the
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Fig. 6. Scatter plots of HCHO DSCDs (1015molec cm−2) mea-
sured by each instrument compared to the campaign reference data
set (see text), for the case of measurements at the 4◦ elevation an-
gle. Statistical parameters derived from the regressions (number of
points #, linear regression equation and correlation coefficientsR)
are given on top of each subplot. The dashed line is they =x line.

whole ensemble of off-axis measurements (2, 4, 8, 15 and
30◦). Most instruments compare relatively well with the ref-
erence for most of the elevation angles: correlation coeffi-
cients are close to unity (illustrating the compactness of the
scatter plot with respect to the reference), slopes deviate by
no more than 15 % from the reference, and intercepts are
close to zero. Note that larger relative differences against
the reference are systematically obtained at 30◦ elevations
due to the lower HCHO DSCDs at this elevation angle (see
Fig. 4). Also, smaller values for the correlation coefficients
and larger intercept values and corresponding uncertainties
are found for the JAMSTEC, NASA and Toronto data sets,
which might possibly be connected to the larger noise of the
corresponding instruments with respect to others (see Fig. 6).
A test with an orthogonal regression (instead of linear) shows
similar results.

For each instrument, the histograms of the absolute
HCHO DSCDs deviations are presented in Fig. 8. Only the
results at 4◦ elevation are shown, but similar conclusions
can be drawn at other elevations. All instruments, except the
Toronto one, have a symmetric and quasi-Gaussian shape for
the 4◦ elevation, but large differences in the Gaussian FWHM
(full width at half maximum). Largest FWHM values are
found for JAMSTEC, NASA and Mainz, consistent with the
noise level of those instruments. Some of the groups (IUPH,
JAMSTEC, NASA, Toronto and Mainz) also display a small
but significant bias compared to the reference. It should be
mentioned again that the first three instruments (BIRA, INTA
and Bremen) were used to construct the reference data set
and thus a better agreement with the reference is expected

Fig. 7. Straight-line slopes, correlation coefficients and intercepts
of HCHO slant columns against those of the reference, for each
instrument and all off-axis elevation angles. The dotted lines in the
first panel correspond to values of 1.15 and 0.85.

Fig. 8. Histograms of the HCHO DSCD absolute deviations
(1015molec cm−2) of each instrument’s data compared to the ref-
erence set, for the case of measurements at the 4◦ elevation angle,
and for the whole campaign.

due to this choice. For the Mainz instrument, the negative
bias might be related to the position of the instrument, at an
altitude of 20 m on the Cabauw tower, where measurements
probably loose sensitivity to HCHO present at the surface. In
case of the Toronto instrument, the statistical results should
be interpreted with care since there were only five days of
measurements.

The HCHO intercomparison exercise presented here
should be connected to the NO2 and O4 comparisons per-
formed by Roscoe et al. (2010). They reported fitted slopes
for the visible MAX-DOAS instruments within 10% of unity
at almost all non-zenith elevations, with most instruments
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Fig. 9. Effect of the choice of the polynomial order used in the DOAS fit.(a)–(c): Impact on the HCHO DSCDs (molec cm−2) for the
different elevation angles;(d)–(f) impact on the corresponding HCHO VCDs (molec cm−2) obtained using two different methods described
in the text.

within 5 %; similarly, values of 12 and 7 %, were found for
the UV sensors. The 15 % deviation from unity slope de-
rived in our study for the HCHO columns in the UV are thus
a good result, considering that retrieving HCHO DSCDs is
more challenging than retrieving NO2, because of the smaller
optical thickness of HCHO.

4 Sensitivity study

The intercomparison study presented in Sect. 3 has been con-
ducted using standardized retrieval settings consistently ap-
plied by each participating group. This harmonization proce-
dure allowed us to concentrate on instrument-specific differ-
ences, and to draw conclusions on the overall level of con-
sistency between HCHO measuring systems operated dur-
ing CINDI. We now concentrate on evaluating the sensi-
tivity of HCHO results to possible changes in the retrieval
settings using representative spectra from the BIRA instru-
ment recorded on a clear day (4 July 2009). As will be il-
lustrated hereafter, these sensitivity tests highlight possible
optimizations in the HCHO slant column retrieval param-
eters and lead to the recommendation of new analysis set-
tings. Sensitivity test results are shown both on DSCDs and
on dDSCDs, i.e. the difference of the off-axis DSCDs with
the zenith DSCDs of the scan (the closest in time), since this
is the information used in the profile inversions.

4.1 Degree of closure polynomial and Ring effect

When performing a DOAS retrieval, an important free pa-
rameter is the degree of the polynomial function that is used
to account for the smooth part of the attenuation spectrum.
To avoid oscillations that may correlate with trace gas ab-
sorption features, the degree of this polynomial is generally

restricted to values less than 5. For the baseline retrievals,
a 3rd order polynomial was selected. However, during our
sensitivity tests, we noticed that any changes to these poly-
nomial settings had a strong impact on the diurnal behaviour
of the HCHO DSCD, especially for high elevation angles,
including zenith, as can be seen in Fig. 9a–c. This raised the
following two questions: (1) Why such a dependence on the
polynomial order, and (2) which one of the tested settings is
the most satisfactory? In order to answer the second question,
we decided to investigate the consistency of VCDs estimates
as follows. In a first approximation, the HCHO VCD can be
derived from measured DSCDs in two different simple ways:
first, from the difference between 30◦ elevation off-axis and
zenith observations using the so-called geometrical approxi-
mation (Ḧonninger et al., 2004; Ma et al., 2012), and second,
from direct conversion of the zenith-sky observations using
appropriate AMFs. For one given observation, the AMF rep-
resents the geometrical enhancement factor that results from
the geometry of the (MAX)DOAS observation and from the
scattering properties of the atmosphere. AMFs are calculated
using radiative transfer models accounting for multiple scat-
tering and earth sphericity. They allow for conversion of the
measured slant columns into equivalent vertical columns. For
the present analysis, and considering that our test data were
recorded under clear-sky aerosol-free conditions, zenith-sky
HCHO AMFs were calculated using the UVspec/DISORT
(DIScrete Ordinate Radiative Transfer) model (Mayer and
Kylling, 2005; Hendrick et al., 2006) at the wavelength of
346 nm and for a typical HCHO profile peaking in the bound-
ary layer. The HCHO content in the noon reference spec-
trum was derived using the geometrical approximation, so
that both VCD evaluations (geometrical approximation and
zenith-sky conversion) were constrained to agree at the time
of the noon reference spectrum. The resulting time series of
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Fig. 10. Daily variation of the zenith HCHO DSCD columns
(molec cm−2) and of the Ring coefficients for retrievals with a
3rd and 5th order polynomial. A strong correlation is observed for
HCHO and Ring when a 3rd order polynomial is used in the DOAS
retrieval.

retrieved HCHO VCDs are displayed in Fig. 9d–f for the
same three polynomial settings. As can be seen, only the third
case, i.e. the DOAS evaluation using a 5th order polynomial,
leads to consistent retrievals of HCHO VCDs using both ge-
ometrical approximation and zenith-sky conversion.

Although these results strengthen our confidence in the
corresponding HCHO DSCDs, the question remains: What
is causing the observed dependence on the polynomial or-
der? The curvature of the zenith-sky daily variation observed
when using polynomials of order 3 and 4 (black dots in the
first two upper plots of Fig. 9) is striking, and suggests an
interference problem involving another absorber. As can be
seen in Fig. 10, the Ring effect clearly displays a similar
curved pattern. Additional tests showed that none of the other
parameters involved in the HCHO retrieval produces a simi-
lar shape.

The Ring effect (Grainger and Ring, 1962) is a well-known
phenomenon responsible for filling-in of the solar and telluric
lines in scattered sunlight spectra (e.g. Grainger and Ring,
1962; Wagner et al., 2009 and references therein). This ef-
fect is large in comparison to the faint absorption features
of HCHO, and it can, therefore, produce interferences if not
well corrected in the DOAS evaluation. To investigate fur-
ther, the sensitivity of our HCHO DSCDs to uncertainties in
the Ring effect, additional test analyses were performed us-
ing different sources for the Ring cross sections:

– Baseline case: cross section calculated according to
Chance and Spurr (1997)

Fig. 11. Sensitivity of HCHO dDSCD (molec cm−2) to changes
in the Ring cross section used in the DOAS fitting procedure, ex-
pressed as the difference to the baseline scenario, for data recorded
on 4 July 2009. The two panels present the results for different or-
ders of the polynomial used in the DOAS fit.

– Case A: normalised cross section generated according
to Wagner et al. (2009)

– Case B: cross section derived from SCIATRAN ra-
diative transfer calculations in a Rayleigh atmosphere
(A. Richter, personal communication, 2005)

– Case C: two cross sections generated from principal
component analysis of a range of SCIATRAN calcula-
tions in an ozone containing atmosphere, according to
Vountas et al. (1998).

Figure 11 shows the relation between changes in HCHO
DSCDs and corresponding changes in the Ring fit coeffi-
cients when using different Ring cross sections. One can
see that HCHO dDSCD changes compared to the baseline
(delta dDSCDs = dDSCD(new setting)− dDSCD(baseline))
are linearly related to changes in the Ring fit coefficients.
Comparing the retrieval cases using, respectively, a 3rd and
a 5th order polynomial, it is also clear that the interference
between HCHO and the Ring effect is much stronger when a
3rd order polynomial is used (Fig. 11a). This suggests that,
for our analysis conditions, the use of a 3rd order polyno-
mial introduces a misfit that activates the correlation between
Ring and HCHO differential absorption features. In order to
further test the stability of our retrievals, with respect to this
issue, a number of combinations of polynomials and Ring ef-
fect cross sections were investigated and are summarized in
Fig. 12. For each case, the root mean square of the differ-
ences between HCHO VCDs retrieved using our two alter-
native VCD calculation methods are displayed. Overall, one
can see that the sensitivity to the choice of the Ring effect
cross section is smallest when using a polynomial of order 5,
for which more consistent results are obtained when chang-
ing the Ring data sets.

4.2 O4 absorption cross section

Another important interfering species in the HCHO fitting
interval is the collisional dimer of molecular oxygen (O4).
Its absorption cross sections are still poorly characterised
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Fig. 12. Root mean square of HCHO VCD differences
(molec cm−2) obtained using two alternative methods for the cal-
culation of vertical columns (see text and Fig. 9). Various choices
of retrieval settings are tested using polynomials of degree 3 (blue),
4 (red) and 5 (black), respectively, and different Ring effect cross
sections. Optimal stability (corresponding to smallest HCHO VCD
differences and larger coherence between the results with different
Ring choices) is obtained for cases using a polynomial of degree 5.

due to the difficulty of measuring them in laboratory un-
der pressures and temperatures representative of atmospheric
conditions. The Greenblatt et al. (1990) cross sections are
known to suffer from wavelength registration errors and have
been measured under unsuitable high pressure conditions,
not present in the ambient atmosphere. Alternatively, the
Hermans et al. (2003) data set provides cross sections of
overall better quality, however significant uncertainties still
remain, particularly in the UV region below 360 nm. We
tested both data sets, and came to the conclusion that signif-
icant interferences take place between O4, HCHO and BrO
absorption features in the 336.5–359 nm interval. Figure 13
shows the HCHO and BrO DSCDs, as retrieved from MAX-
DOAS measurements using the Hermans et al. (2003) and the
Greenblatt et al. (1990) O4 cross sections. As can be seen, the
Hermans data set (our initial baseline for the intercomparison
exercise) leads to larger HCHO columns but also to a larger
spread in the BrO DSCDs retrieved at different viewing ele-
vations, a feature that is not expected for a stratospheric ab-
sorber like BrO. In contrast, the BrO DSCDs derived using
the Greenblatt O4 cross section appear to be more consistent.
Similarly to the case of the polynomial discussed before, this
suggests that a misfit to the O4 absorption (larger in this case
using the Hermans et al, 2003, data set) activates a correla-
tion between HCHO and BrO DSCDs. We will revisit the
origin of these correlations in the next section. The linear
relationship between HCHO, BrO and O4 DSCDs changes
when switching from the Hermans et al. (2003) to the Green-
blatt et al. cross sections, as is clearly apparent from Fig. 14.
Based on these considerations, we conclude that the Green-
blatt et al. (1990) O4 cross section, so far, remains the better
choice for HCHO retrieval in the 336.5–359 nm region.

4.3 DOAS fitting interval

As already mentioned, the baseline HCHO fitting interval se-
lected for the present study extends from 336.5 to 359 nm.
This wavelength region, which includes three strong absorp-
tion bands of HCHO, has generally been recommended for
HCHO DSCD retrievals. However, the absorption structures
of HCHO and BrO are to some extent correlated in this
wavelength interval, which has been identified as an issue
for satellite BrO retrievals (Theys et al., 2011). Figure 15b
graphically displays the correlation matrix of the different
absorption cross sections used in the HCHO fit. As can be
seen, HCHO and BrO present the largest coefficient of cor-
relation (around 0.55), which can be easily explained by the
similarities of their differential absorption cross sections (see
Fig. 15a). In comparison, other species are less correlated.
However, the coefficient of correlations between HCHO and
O3 and for other combinations involving O3, O4, BrO, NO2
and Ring are not negligible. Such correlations may be ex-
pected to be dependent on the wavelength interval consid-
ered for the analysis. Therefore, in an attempt to identify the
settings that would minimize the correlation matrix, calcu-
lations were performed for a range of fitting intervals start-
ing between 332 and 338 nm and ending between 352 and
360 nm, in steps of 0.25 nm, in a similar way than what was
done in Vogel et al. (2012). For each case, the root mean
square of the non-diagonal elements of the correlation ma-
trix was reported in Fig. 15c. Smaller correlations are clearly
found for fitting intervals starting at short wavelengths. From
visual inspection of Fig. 15c, one can conclude that the 333–
358 nm wavelength range presents a local minimum of cor-
relation, likely because of the addition of a BrO band at
334 nm in a region free of HCHO absorption. Note that this
wavelength interval is similar to the one selected in Theys et
al. (2011) for their satellite retrievals of BrO.

To further explore the potential of this extended fitting in-
terval on our HCHO MAX-DOAS retrievals, additional sen-
sitivity tests were performed. Results again show large insta-
bilities with respect to the Ring effect interference. This is il-
lustrated in Fig. 16a–c, where the HCHO DSCD retrieved in
the 333–358 nm interval with a 5th order polynomial and O4
Greenblatt et al. (1990) data set, is displayed for different el-
evation angles and for different choices of the Ring cross sec-
tions. As can be seen, the diurnal behaviour of the retrieved
HCHO DSCDs has a large dependence on the source of the
Ring cross section used in the DOAS fit, and the correspond-
ing HCHO VCDs calculated using the two methods intro-
duced in section Sect. 4.1 are generally inconsistent. These
results suggest that the extended fitting interval that mini-
mizes the BrO–HCHO interference is also more sensitive to
Ring effect misfits. Therefore, any attempt to use this interval
should be made with great care.
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Fig. 13.Effect of the choice of the O4 cross section used in the DOAS fit, on HCHO and BrO DSCD columns (molec cm−2). Results(a) and
(c) are obtained with the Greenblatt et al. (1990) cross sections while(b) and(d) are obtained using the Hermans et al. (2003) cross sections.

Fig. 14. Change in retrieved HCHO (black) and BrO DSCDs
(red) (delta dDSCDs = dDSCD (new setting)− dDSCD (baseline);
in molec cm−2) when exchanging the Hermans et al. (2003)
O4 absorption cross section for the Greenblatt et al. (1990)
data set, expressed as a function of the O4 DSCD values (in
1040molec2 cm−5).

4.4 Recommended analysis settings

The sensitivity studies, performed on BIRA data of
4 July 2009, revealed several possible optimisations of the
HCHO DOAS retrieval, in order to minimise interferences
and misfits related to polynomial order, Ring effect and O4
and BrO absorption cross sections. Compared to the settings
used during the intercomparison exercise and presented in
Table 2, the use of a 5th degree polynomial and the wave-
length corrected O4 Greenblatt et al. (1990) cross section is
recommended. Applied in the 336.5–359 nm wavelength in-
terval, these changes reduce instabilities related to the Ring
effect and lead to more consistent BrO DSCDs. Sensitiv-
ity tests involving other parameters revealed a comparatively

Fig. 15. (a)HCHO and BrO absorption cross sections in the 325–
360 nm wavelength range convolved at the resolution of the BIRA
instrument (0.38 nm FWHM) and normalized in arbitrary units.
(b) Correlation matrix of the absorption cross sections used for
HCHO DOAS retrievals in the 336.5–359 nm interval.(c) Overall
correlation (expressed as the root mean square of the non-diagonal
elements of the correlation matrix) for different wavelength inter-
vals in the 332–360 nm wavelength range.

small impact on the HCHO evaluations. This is further dis-
cussed in the next section, where the systematic and ran-
dom uncertainties on HCHO DSCD retrievals are reviewed
in more detail.
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Fig. 16. Same as Fig. 9, but for an analysis in the 333–358 nm wavelength region, with a 5th order polynomial and the O4 Greenblatt et
al. (1990) data set, and for different choices of the Ring cross sections. Both DSCDs and VCDs are expressed in molec cm−2.

5 Error budget

The total uncertainties on the HCHO DSCDs retrieval can
be divided into two categories: (1) the random errors mostly
caused by measurement noise, and (2) errors affecting the
slant columns in a systematic way.

5.1 Random uncertainties

Random errors in DOAS observations are primarily related
to the measurement noise which, for silicon array detectors,
is generally limited by the photon shot noise. Assuming that
the errors of the individual detector pixels are uncorrelated
and that the DOAS fit residuals are dominated by instrumen-
tal noise, the random contribution to the DSCD error can be
derived from the DOAS least-squares fit error propagation
(e.g. Stutz and Platt, 1996). Random errors are then ade-
quately represented by the slant column fit errors. Any de-
viation with respect to these assumptions generally results in
an overestimation of the random error, so one can consider
to a first approximation that the DOAS DSCD error consti-
tutes an upper limit of the true random error. For the instru-
ments involved in this exercise, slant column errors varying
between∼ 1× 1015 molec cm−2 and∼ 2× 1016 molec cm−2

were reported by the different groups as illustrated in Fig. 17a
for 4 July 2009 at SZA less than 75◦. As expected, scien-
tific grade instruments (BIRA, Bremen, IUPH, WSU) dis-
play small errors of the order of 1× 1015 molec cm−2, while
mini-DOAS types of instruments (e.g. Mainz) are signifi-
cantly noisier, typical errors reaching 5× 1015 molec cm−2

or more. In order to better compare the actual performances
of the different instruments, the DSCD errors were further

Fig. 17. Comparison of HCHO DSCD errors (molec cm−2) re-
trieved by each participating group for the case of 4◦ elevation,
based on measurements from 4 July 2009.(a) DSCD errors from
DOAS evaluations,(b) corresponding integration times,(c) DSCD
errors normalized by their integration exposure times.

normalised to a common integration time of 1 min. As can
be seen in Fig. 17c, this largely improves the consistency be-
tween the scientific-grade instruments, which all display sim-
ilar noise levels. The NASA and Mainz instruments, which
use small and uncooled or less cooled detectors (see Table 1)
have larger errors as is to be expected. More surprisingly,
the Toronto data appear to display a similar level of noise,
despite the fact that this instrument was using a large 2-D
cooled array detector. This is likely related to a mechanical
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slit problem having occurred during the campaign that re-
duced the signal to 25 % of normal values. Also, temperature
instabilities have led to systematic features in the residuals
that affected DSCD error estimates reported by this group.
During part of the campaign, the Bremen instrument had a
high frequency structure in the residuals which could be ac-
counted for by using an empirical correction. The problem
could not be reproduced in the laboratory after the campaign
and appears not to have impacted the NO2 and HCHO re-
trievals. The INTA instrument (not on Fig. 17 because it was
not measuring on 4 July) is showing similar level of noise.
When normalised to the same integration time as the other in-
struments, JAMSTEC appears to have been the noisiest sys-
tem operated during the campaign.

5.2 Systematic uncertainties

Several important sources of systematic uncertainty have al-
ready been discussed in depth as part of our sensitivity anal-
ysis, which led us to propose optimised HCHO retrieval set-
tings that minimise interference effects involving the poly-
nomial closure term, Ring effect, O4, BrO and HCHO cross
sections. In this section, additional uncertainties are treated
with the aim of providing a comprehensive error budget for
dDSCDs, as these are the main input parameters for retriev-
ing profile information. This includes the impact of system-
atic uncertainties in absorption cross sections as well as er-
rors due to calibration uncertainties, in particular the slit
function and the wavelength calibration, which are key pa-
rameters for DOAS retrievals.

5.2.1 Absorption cross sections

HCHO

Two sources of HCHO absorption cross sections have been
used in the literature, the Cantrell et al. (1990) spectrum
and the Meller and Moortgat (2000) data set. The latter was
adopted for our baseline. HITRAN recommends the use of
the Cantrell data set, rescaled to correct for its systemat-
ically low bias (Chance and Orphal, 2011). In the 336.5–
359 nm interval and at the resolution of the BIRA spectrom-
eter, the cross sections differ by approximately 9 %, a differ-
ence which was found to propagate directly to the slant col-
umn retrievals. The temperature dependence of the HCHO
absorption cross section is small, of the order of 0.05 % K−1

(De Smedt, 2011) and its effect was neglected here since the
Meller and Moortgat cross section was measured at 293◦K,
a temperature representative of ambient conditions during
CINDI.

BrO

Two main sources of BrO cross sections can be found in
the literature: Wilmouth et al. (1999) and Fleischmann et
al. (2004). These data sets are highly consistent in shape and

their use was found to result in very small differences in the
HCHO dDSCD, of the order of a few 1014 molec cm−2. For
a median dDSCD of 3.8× 1016 molec cm−2 at 4◦ elevation,
the difference is therefore less than 2 %.

Ozone

The baseline intercomparison settings used the Bogumil et
al. (2003) ozone absorption cross sections. We have tested
the impact of using the alternative data set from Brion, Dau-
mont and Malicet (BDM, Daumont et al., 1992; Malicet et
al., 1995). The resulting HCHO dDSCDs were found to be
larger by approximately 5× 1015 molec cm−2. For a median
dDSCD of 3.8× 1016 molec cm−2 at 4◦ elevation, the differ-
ence is on the order of 13 % during the day.

Ring effect

Although the cross-talk between HCHO and the Ring effect
has been strongly reduced using the new baseline settings
defined in Sect. 4 (see Fig. 10), some level of correlation
persists between these parameters. As a result, HCHO un-
certainties are expected to be linked to the strength of the
Ring effect, which itself is a function of the geometry, SZA
and aerosol content (Wagner et al., 2009). When consider-
ing the Ring cross section that leads to the larger differ-
ences, (in most cases approach A), typical uncertainties on
the HCHO DSCD reaches up to 5 to 12 %.

NO2

The baseline intercomparison settings used the Vandaele et
al. (1996) NO2 absorption cross sections at 298◦K. Switch-
ing to the alternative data set of Burrows et al. (1998)
HCHO DSCDs are found to vary by 2 to 5 %, depending on
the NO2 content.

O4

The choice of the O4 cross section has been already largely
discussed in Sect. 4.2. Adopting the Greenblatt et al. (1990)
data set, which minimises inconsistencies in the BrO slant
columns, we further neglect residual errors related to O4. It
should be noted that in this study, a wavelength axis corrected
version of the Greenblatt et al. (1990) data set has been used
(see e.g. Wagner et al., 2002), with a shift of−0.2 nm.

5.2.2 Instrumental slit function and wavelength
calibration

Uncertainties in key instrumental calibration parameters may
also be important. For example, imperfect characterisation
of the slit function can lead to errors in the HCHO retrieval
due to inappropriate convolution of the laboratory absorption
cross sections. This effect was tested by changing slightly the
width of the measured slit function of the BIRA instrument
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(changes of± 0.04 nm around the measured value of 0.38 nm
Gaussian FWHM). This led, for example, to changes in the
HCHO dDSCD at 4◦ elevation of 1× 1015 molec cm−2, cor-
responding to relative differences of around 2 %. In addi-
tion, small perturbations to the wavelength registration of
the spectra were introduced in order to test the sensitivity
of the retrievals to known uncertainties in the wavelength
calibration procedure. Results indicate changes of the order
of 2× 1015 molec cm−2 for the 4◦ dDSCD (around 5 %) for
shifts of 0.02 nm. We therefore conclude that uncertainties in
the instrumental slit function and the wavelength calibration
have a minor impact.

Another potentially important source of error already iden-
tified in the CINDI NO2 study by Roscoe et al. (2010) is the
accuracy of the pointing direction. This issue was addressed
early in the campaign, before the HCHO intercomparison
was started, checking the alignment of each instrument and
minimizing the pointing errors (Roscoe et al., 2010). More-
over, since this error source does not affect directly the
DOAS evaluations, but more the determination of the cor-
responding air mass factors, we do not treat it explicitly here.
It should, of course, be considered for a full error analysis
of vertical column and/or profile concentration retrieval of
HCHO.

5.3 Overall error budget

Based on the results discussed above, an overall assessment
of the total uncertainties on HCHO dDSCDs has been gener-
ated, including the main contributions of systematic and ran-
dom errors, and is shown in Fig. 18. The figure summarises
the main results from the sensitivity study for an elevation
angle of 4◦ with a typical dDSCD of 3.8× 1016 molec cm−2,
which is the median value during 4 July 2009. For most
cases, the retrieved HCHO dDSCDs fall within 15 % of the
values obtained with the optimised settings defined in Sect. 4.
Assuming that the different effects are sufficiently uncorre-
lated with each other, we can sum all deviations in quadra-
ture to obtain an estimate of the overall systematic uncer-
tainty, which is represented by the black line in Fig. 18. On
this basis, we estimate the total systematic uncertainties on
HCHO dDSCDs to be of approximately 20 % for measure-
ments at 4◦ elevation, with a weak dependence on the SZA.
Since some of the effects considered in our study are likely
to be partly correlated, these values could be considered as
upper limits, however, despite our efforts to include the most
important sources of uncertainties in our sensitivity analysis,
the need for possible additional terms cannot be excluded a-
priori. Moreover, the results presented here are based on a
single day of measurements and are influenced by the at-
mospheric conditions on that day. Therefore, arguably, the
uncertainties reported here are to be interpreted as realistic
conservative values.

In Fig. 18, the random error is estimated for a typical in-
tegration time of one minute. We distinguish between two

Fig. 18.Summary assessment of the error budget on HCHO dDSCD
at 4◦ elevation, as a function of the SZA. Random uncertainties are
typical of low-noise scientific grade instruments (red dots) and of
mini-DOAS types of instruments (blue dots) for a typical integra-
tion exposure time of 1 min.

typical cases corresponding to low-noise scientific grade in-
struments and to mini-DOAS types of instruments, respec-
tively. As can be seen for scientific grade instruments, the to-
tal errors on individual measurements are largely dominated
by the systematic part. For mini-DOAS instruments, both
random and systematic uncertainties contribute similarly. As
already mentioned, the random uncertainty can be reduced
by means of longer integration time and, for less sensitive
mini-DOAS instruments, a trade-off between error and tem-
poral resolution has to be made.

6 Conclusions

HCHO differential slant columns were retrieved from nine
different MAX-DOAS instruments jointly operated during
the CINDI campaign in Cabauw, the Netherlands, from June
to July 2009. This exercise complements the formal semi-
blind NO2 and O4 slant column intercomparison performed
during the same campaign (Roscoe et al., 2010). To reduce
the impact of uncertainties on retrieval parameters, common
DOAS analysis settings were used by the different groups.
In addition, 30-min averages were taken to reduce differ-
ences in temporal sampling. The HCHO differential slant
columns retrieved by the different groups generally agree
within 15 %, which is very satisfactory and almost as good as
the agreement obtained for the NO2 and O4 intercomparison
(Roscoe et al., 2010). This exercise shows that a large variety
of MAX-DOAS instruments of different grades and sensi-
tivities can consistently measure HCHO columns within ac-
ceptable errors. However, while scientific grade instruments
clearly demonstrate their ability to provide low-noise mea-
surements at high temporal resolution (less than 30 min), less
sensitive mini-DOAS instruments display significantly larger
noise, which probably compromises their ability to deliver
vertical profile information at the same temporal resolution.

A number of sensitivity tests was performed to investigate
the sensitivity of HCHO retrievals to changes in DOAS anal-
ysis settings and input data sets. The study highlights the
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role of cross-correlation effects involving Ring effect, O4,
BrO and HCHO absorption cross sections and the order of
the DOAS closure polynomial. Optimised retrieval settings
are proposed with the aim to minimise correlation effects.
Furthermore, systematic and random uncertainties are esti-
mated for typical observation conditions. The largest sys-
tematic errors are found to be related to the Ring effect and
to the uncertainties in HCHO and O3 absorption cross sec-
tions. We conclude that the overall systematic uncertainty on
the HCHO DSCD retrievals is of the order of 20 % with a
weak dependence on the solar zenith angle. Total errors are
dominated by systematic effects for the scientific grade in-
struments, while both systematic and random uncertainties
contribute at the same level for mini-DOAS-like instruments.

Finally, it must be pointed out that issues already identified
during the semi-blind NO2 and O4 intercomparison (Roscoe
et al., 2010) remain largely valid for the present study on
HCHO. In particular, the accuracy of slant column measure-
ments crucially depends (especially for low elevation angles)
on the accuracy of the pointing direction, which should there-
fore be checked on a regular basis. Also, the temporal vari-
ability in tropospheric signals can be large, even if this vari-
ability is expected to be less important for HCHO than for
NO2. For future MAX-DOAS intercomparisons, a better syn-
chronisation of the measurements should be considered to
minimise the scatter possibly introduced by differences in
measurement time.
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dael, M., Yilmaz, S., Frieß, U., Irie, H., Wagner, T., Shaigan-
far, R., Beirle, S., Apituley, A., Wilson, K., and Baltensperger,
U.: Comparison of ambient aerosol extinction coefficients ob-
tained from in-situ, MAX-DOAS and LIDAR measurements at
Cabauw, Atmos. Chem. Phys., 11, 2603–2624,doi:10.5194/acp-
11-2603-2011, 2011.

www.atmos-meas-tech.net/6/167/2013/ Atmos. Meas. Tech., 6, 167–185, 2013

http://dx.doi.org/10.5194/acp-4-955-2004
http://dx.doi.org/10.1029/2006gl026310
http://dx.doi.org/10.5194/acp-11-2603-2011
http://dx.doi.org/10.5194/acp-11-2603-2011


Contents lists available at SciVerse ScienceDirect
Journal of Quantitative Spectroscopy &
Radiative Transfer

Journal of Quantitative Spectroscopy & Radiative Transfer 113 (2012) 1322–1329
0022-40

doi:10.1

n Corr

E-m
1 N

April 20
journal homepage: www.elsevier.com/locate/jqsrt
Decrease of the carbon tetrachloride (CCl4) loading above
Jungfraujoch, based on high resolution infrared solar spectra
recorded between 1999 and 2011
Curtis P. Rinsland 1, Emmanuel Mahieu a,n, Philippe Demoulin a, Rodolphe Zander a,
Christian Servais a, Jean-Michel Hartmann b

a Institute of Astrophysics and Geophysics, University of Li�ege, B-4000, Li�ege, Belgium
b Laboratoire Interuniversitaire des Syst�emes Atmosphériques (LISA), CNRS (UMR 7583), Université Paris Est Créteil, Université Paris Diderot,
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a b s t r a c t

The long-term trend of the atmospheric carbon tetrachloride (CCl4) burden has been

retrieved from high spectral resolution infrared solar absorption spectra recorded between

January 1999 and June 2011. The observations were made with a Fourier transform

spectrometer at the northern mid-latitude, high altitude Jungfraujoch station in Switzerland

(46.51N latitude, 8.01E longitude, 3580 m altitude). Total columns were derived from

spectrometric analysis of the strong CCl4 n3 band at 794 cm�1, accounting for all interfering

molecules (e.g., H2O, CO2, O3, and a dozen weakly absorbing gases). A significant improve-

ment in the fitting residuals and in the retrieved CCl4 columns was obtained by taking into

account line mixing in a strong interfering CO2 Q branch. This procedure had never been

implemented in remote sensing CCl4 retrievals though its importance was noted in earlier

studies. A fit to the CCl4 daily mean total column time series returns a statistically-significant

long-term trend of (�1.4970.08�1013 mol/cm2)/yr, 2�s. This corresponds to an annual

decrease of (�1.3170.07) pptv for the mean free tropospheric volume mixing ratio.

Furthermore, the total column data set reveals a weak seasonal cycle with a peak-to-peak

amplitude of 4.5%, with minimum and maximum values occurring in mid-February and

mid-September, respectively. This small seasonal modulation is attributed primarily to the

residual influence of tropopause height changes throughout the year. The negative trend of

the CCl4 loading reflects the continued impact of the regulations implemented by the

Montreal Protocol and its strengthening amendments and adjustments. Despite this

statistically significant decrease, the CCl4 molecule currently remains an important con-

tributor to the atmospheric chlorine budget, and thus deserves further monitoring, to ensure

continued compliance with these strengthenings, globally. Our present findings are briefly

discussed with respect to recent relevant CCl4 investigations at the ground and from space.

& 2012 Elsevier Ltd. All rights reserved.
ll rights reserved.
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1. Introduction

Measurement of the long-term trends of atmospheric
species is a key responsibility of the Network for the
Detection of Atmospheric Composition Change (NDACC,
formerly NDSC; see http://www.ndacc.org). This Network
is a coordinated international program that uses ground-
based in situ and remote-sensing instruments as well as
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sondes to monitor composition changes in both the
troposphere and the stratosphere, which are needed to
quantify the impact of these changes upon living condi-
tions and climate on Earth.

The carbon tetrachloride (CCl4) molecule, emitted at
the ground, has been and remains a key component of the
stratospheric chlorine budget [1–6], still contributing over
10% to the total Cl loading, and to the stratospheric ozone
depletion by a similar percentage. It is also a potent
greenhouse gas with a global warming potential relative
to CO2 of 1400 on a 100-yr horizon [7]. Monitoring of its
atmospheric budget evolution remains, therefore, of rele-
vance to both the Kyoto and the Montreal Protocols.

In recent Scientific Assessments of Ozone Depletion (e.g.,
Table 1–4 in [8]; Box 1–2 in [9]), a mid-range CCl4 total
atmospheric lifetime of 26 (23–33) yr was reported, assum-
ing that photolysis above the tropopause is the main sink,
and that losses to oceans and to recently identified terrestrial
biomes are also potential sinks, all remaining highly uncer-
tain at this time. More recently, a stratospheric lifetime of
3475 yr was estimated from a CCl4–CCl3F tracer–tracer
correlation [5], i.e., significantly larger than the above value
for the global atmosphere. Based on polar ice and firn sample
analyses, the CCl4 emission history dates back to 1908, but
experimental uncertainties in surface station measurements
remain substantial (3–5%), resulting in spreading due to
differences in the assumed productions, adjusted surface
emissions, and in chemical model predictions [8, 10]. Firn-air
results also indicate that nearly all of the CFCs (chlorofluor-
ocarbons), halons, methyl chloroform and CCl4 present in
today’s atmosphere are of anthropogenic origin, though the
existence of small natural sources or some anthropogenic
production and use in years predating the oldest firn air
samples cannot be ruled out. Global in situ surface mixing
ratios of carbon tetrachloride reached a maximum of about
105–106 pptv in late 1990 (1 pptv¼10�12 by volume) and
have declined subsequently at a steady rate of about
1.0 pptv/yr (�1% yr�1) as a result of reduced emissions
(Fig. 1–6 in [8]). The annual global mean in 2004 was
92–96 pptv confirming that CCl4 emission reductions have
indeed begun, thus lowering its global radiative forcing [11].
A recent inverse analysis [6] of annual emissions from
surface station measurements for a nine year period
(1996–2004) and eight land regions again concluded that
emissions of CCl4 are continuing a slow global decline,
consistent with earlier measurements and inventories with
significant decrease in emissions over Europe and North
America and growth in emissions from industrial regions in
South Asia, India, and Southeast Asia. Limited knowledge of
the CCl4 emission budget, uncertainty in its lifetime, and
surface station calibration differences make it difficult to
reliably predict its future evolution.

The purpose of this study is to report on the long-term
trend of the CCl4 total columns derived from high spectral
resolution solar absorption spectra recorded with a Fourier
transform infrared spectrometer (FTIR) and encompassing
the strong CCl4 n3 and weaker n1þn4 combination bands in
the vicinity of 12.7 mm. These observations were per-
formed at the International Scientific Station of the Jung-
fraujoch (ISSJ) located in the Swiss Alps, at 46.51N latitude,
8.01E longitude, 3580 m altitude. The measurements cover
the January 1999 to June 2011 time period. This ISSJ time
series provides an updated assessment by remote sensing
of the CCl4 trend which is compared to those reported
recently (see Table 1–2 in [8]). A significant improvement
in the fit to the ISSJ observations was obtained by account-
ing for spectroscopic line mixing in a nearby interfering
CO2 Q branch, a procedure not implemented in previous
remote sensing CCl4 retrievals though its importance was
noted in earlier papers. Our present findings will be
discussed critically with respect to recent relevant CCl4
investigations

2. Jungfraujoch measurements

Since the mid-1980s, solar spectra have been regularly
recorded at the Jungfraujoch station under clear-sky con-
ditions using very high-resolution (0.003 to 0.006 cm�1)
wide band-pass FTIR spectrometers. Altogether, the various
optical filters and cooled detectors cover the 700 to
4500 cm�1 interval. This domain contains spectroscopic
absorption features of over two dozen measurable gaseous
constituents in ISSJ recordings, including source-, sink- and
reservoir species (e.g., [3]). The number of days with
available observations was around 50/yr until 1990; it
increased to about 115 days per year thereafter, when
the site became affiliated to the NDSC. Remote spectro-
metric observations and related analyses were originaly
focusing on NDSC priority tasks in support to the initial
Montreal Protocol of 1987, in particular the need to
quantify composition changes in the stratospheric ozone
layer caused by its catalytic destruction by inorganic Cl
atoms. The latter resulted from the photolysis of increas-
ingly produced and released anthropogenic organic chlor-
ine-bearing source gases (primarily CFCs and then HCFCs)
as first predicted by Molina and Rowland [12]. Subsequent
amendments and adjustments to the Montreal Protocol
and specific recommendations by the emerging Kyoto
Protocol led the NDSC to progressively extend its list of
targeted gases, namely halocarbons including CCl4, as well
as other trace gases (e.g., HBr, OCS, SO2) that directly affect
ozone, and greenhouse gases including CO2, CH4, N2O
which influence the global thermal environment. To reflect
these extensions, the NDSC was renamed NDACC in 2006.
The ISSJ Alpine station has the official NDACC task to
monitor the state of the atmosphere at northern mid-
latitudes.

3. Analysis

Spectroscopic parameters adopted here for the target gas
CCl4 are based on laboratory measurements by Nemtchinov

and Varanasi [13]. Their spectra were recorded with an FTIR
spectrometer at temperatures between 208 and 296 K and
pressures ranging from 10 to 1013 hPa. The measured cross
sections for the target gas and some interfering species (e.g.,
CHClF2 (HCFC-22), CCl2FCClF2 (CFC-113), ClONO2) were con-
verted to ‘‘pseudolines’’ by G. C. Toon (Jet Propulsion Labora-
tory) with the rotational and vibrational partition functions
and stimulated emissions included, solving for the intensity
at 296 K and the ground state energy of each pseudoline [14,
15]. The intensities have an estimated error of 4% due to
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potential uncertainties in that conversion. (G. C. Toon, private
communication, 2008). In the present study, the pseudolines
have been combined with line-by-line spectroscopic para-
meters for other interfering gases (e.g., H2O, CO2, O3, C2H2,
C2H6, HCN, NO, NO2) compiled in the HITRAN 2004 database
([16], see also http://www.cfa.harvard.edu/hitran). The
August 2006 updates were also adopted, in particular the
improved air-broadened half-widths for the three most
abundant isotopologues of water vapor [17].

Retrievals were performed with the SFIT2 version 3.81
algorithm. The approach is based on the optimal estima-
tion method [18] modified on the basis of its semi-
empirical implementation [19, 20]. Concentration profiles
for two molecules can be derived. Realistic a priori vertical
distributions of all other interfering gases can be either
scaled or imposed. SFIT2 is widely used and includes the
capability of modeling most strong solar line absorptions,
namely CO (e.g., [21–24]). The covariance matrix is
specified for each layer as a percentage of the a priori

profile and a correlation length, which is interpreted as a
gaussian decaying correlation between layers. In our
retrievals, we assumed mid-day pressure and tempera-
ture profiles provided for ISSJ by the National Centers for
Environmental Prediction (NCEP; see http://www.ncep.
noaa.gov), combined with refractive ray-tracing calcula-
tions to derive the airmass distribution and mass-
weighted effective pressures and temperatures for each
layer [25, 26]. Since the solar OH quadruplets were not
simulated by our solar line model, the eight narrow
spectral intervals (typically 0.06 cm�1 wide) encompass-
ing them were de-weighted. A Voigt line shape [27] has
been assumed for all atmospheric lines, but the strong
12C16O2 Q branch at 791 cm�1 is poorly fitted with this
approach due to line mixing [28–30]. The impact of line
mixing in CO2 Q branches has also been noted in other
Fig. 1. Molecule-by-molecule plots for the four strongest atmospheric

gases and solar lines simulated for the Jungfraujoch at an apparent

zenith angle of 801 in the 785.0–807.0 cm�1 interval used to retrieve

CCl4. Each spectrum is normalized and offset vertically for clarity. Not

shown here are weak second and third order interfering absorptions

produced by a dozen other telluric species.
spectral regions (e.g., [31, 29, 32–34] and review in [35])
and in thermal emission spectra of Mars [33].

Fig. 1 reproduces molecule-by-molecule plots (offset
vertically for clarity) of an experimental solar spectrum
and of the primary simulated atmospheric molecular
absorbers for the 785.0–807.0 cm�1 region adopted here
to retrieve CCl4. All the simulated spectra were calculated
for a typical ISSJ observation at an apparent solar zenith
angle of 801. The strong CO2 Q branch at 791 cm�1

appears prominently in the displayed spectral interval.
We selected an a priori mixing ratio profile for CCl4

that decreases from 92 pptv in the bottom layer to
70 pptv at 17 km, 10 pptv at 23 km and 1.5 pptv at
25 km, based on predictions obtained with the version 4
of the WACCM model (Whole-Atmosphere Community
Climate Model, e.g., [36]). This assumed a priori profile is a
mean prediction for 1975–2020 at the location of the
Jungfraujoch station. This model simulation includes the
time period under investigation here; it is in agreement
with surface data measurements showing a CCl4 max-
imum in late 1990, followed by a gradual decrease of the
mixing ratio with time. Vertical profiles were retrieved for
CCl4 and H2O, in the 785.0–807.0 cm�1 spectral interval.
Additionally, O3 and CO2 were fitted over the same
wavenumber range by multiplicative scaling of a most
realistic a priori profile for each molecule. Profile retrie-
vals of CCl4 were performed with strong constraints. A
conservative signal-to-noise ratio of 150 was adopted for
the inversion to avoid unrealistic oscillations in the
retrieved profiles. A 10% per km diagonal covariance and
a Gaussian half width for interlayer correlation of 10 km
for extra diagonal elements were further adopted. Line
mixing in the CO2 Q branch at 791 cm�1 was treated with
the software and data of Niro et al. [32] assuming the full
relaxation operator model [37].
Fig. 2. Typical information content for the retrieval of CCl4 from

Jungfraujoch, in the troposphere and lower stratosphere. The left frame

displays the total column averaging kernel vs. altitude for merged layers

considered out to 100 km altitude. The right frame shows the first

eigenvector which indicates that the retrieval is essentially sensitive to

the troposphere. The corresponding eigenvalue of 0.93 confirms that

only a small fraction of information comes from the a priori profiles in

this altitude range.

http://www.cfa.harvard.edu/hitran
http://www.ncep.noaa.gov
http://www.ncep.noaa.gov
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The left frame of Fig. 2 shows a typical CCl4 total
column averaging kernel for merged layers, for the 3.58 to
20.0 km altitude region. The corresponding eigen vector is
shown in the right frame. These curves and the reported
values illustrate a limited vertical sensitivity for the target
gas. The Degree of Freedom for Signal (DOFS) is indeed
close to 1.0 for observations at solar zenith angles of
�801. Furthermore, sensitivity tests have shown that
retrieved CCl4 total columns were uncorrelated to the
apparent solar zenith angle in the 751–851 range. Hence,
only spectra observed within that range were included in
our analysis.

Fig. 3 presents spectral fits to a sample spectrum
recorded at ISSJ on October 14, 2006, and measured minus
calculated residuals with (frame A) and without (frame B)
CO2 line mixing included in the analysis. The root-mean-
squares (RMS) residuals from the retrievals are reported for
both cases with a reduction by over a factor two when
accounting for CO2 line-mixing. We have evaluated the
impact of this spectroscopic effect on the retrieved total
Fig. 3. Sample fits to a solar spectrum recorded on October 14, 2006 at the Jun

and blue, respectively. Frame A displays in green the observed minus calculated

corresponds to a significant improvement when compared to the residuals whic
columns, using all available observations for 2006. This
sensitivity study shows that CCl4 total columns are on
average (1572)% lower (1�s) when line-mixing is included
in the forward model. A similar magnitude was reported by
Stiller et al. [38] who evaluated the impact of neglecting line-
mixing in the retrieval of CCl4 from infrared limb emission
spectra, quoting typical errors of 10–15% around 7 km.

4. Error budget

Table 1 summarizes estimates of important sources of
random and systematic errors affecting our retrieved CCl4
columns, following approaches adopted in a recent study of
ISSJ spectra [39]. Main random sources include uncertainties
in the NCEP temperature profiles, in the limited signal-to-
noise ratios and in the zero offset of the observed spectra.
The most important systematic errors are associated with
the uncertainties in the spectroscopic parameters of both the
targeted CCl4 and the main interfering gases. The accuracy of
the retrieval algorithm, errors resulting from interfering
gfraujoch station. The observed and fitted spectra are reproduced in red

residuals when accounting for the line mixing in the CO2 Q branch. This

h were obtained when neglecting this spectroscopic effect (see frame B).



Table 1
Random and systematic sources of uncertainties on the retrieval of CCl4

total columns above the Jungfraujoch.

Error source Error

type

Maximum

relative

uncertainty (%)

Finite signal-to-noise R 4

Temperature profile R 4

Retrieval algorithm R 1

Local height variability among

interfering gases

R 3

RSS total random o7
Temperature profile S 2

Retrieval algorithm S 1

Spectroscopic parameters: CCl4 S 8

H2OþCO2þO3 S 5

Residues of solar OH quadruplets

de-weighting

S 1

Instrumental line shape S 1

CCl4 a priori profile S 4

Slope biases in profiles of

interfering gases

S 3

RSS total systematic o11

nS¼systematic, R¼ random, RSS¼square root of the sum of the squares.
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atmospheric and solar lines and biases in modeling the ISSJ
instrument line shape function, are of minor importance.
Brief justifications regarding their estimated magnitudes are
given hereafter.

4.1. Temperature profile uncertainty

NCEP quotes the temperature uncertainties as 1.5 K
from the ground up to �20 km, 2 K up to about 30 km,
and from 5 to 9 K from �35 km up to the stratopause. We
have imposed such biases to our altitude–pressure–tem-
perature profiles before retrieving CCl4 total columns
from a sample set of ISSJ spectra. For the �DT and the
þDT changes, mean relative differences were found equal
to þ2% and �6%, respectively. Owing to the large
asymmetry in these differences, we have realistically split
them into �2% systematic and 74% random. This latter
value accounts for occasional imbalances between morn-
ing and late afternoon temperatures versus the adopted
mid-day NCEP profiles.

4.2. Finite signal-to-noise ratio and zero offset

Individual inspection of all fitted spectra showed that
their residuals are commensurate with their respective
S/N ratios, and that their zero baseline offset rarely
exceeded 71%. Consequently, and as evaluated by Zander
et al. [39], an upper combined random uncertainty of
74% has been adopted here.

4.3. Spectroscopic parameters

An error of 74% has been estimated by G. C. Toon (see
Section 3) for the conversion into pseudolines of the CCl4

absorption cross-sections derived by Nemtchinov and
Varanasi [13]. In addition, the absorption cross-sections
themselves are affected by instrumental uncertainties,
which Allen et al. [5] estimated to be as large as 10%.
Here, however, as we primarily deal with the strongest
CCl4 absorption feature of the n3 band investigated in the
laboratory, we have adopted a realistic value of 74%,
which is commensurate with the evaluation of 75% for
the same peak cross-sections studied by Orlando et al.
[40]. Therefore, a combined direct systematic bias of
about 78% may affect our CCl4 total column retrievals.
Based on spectroscopic uncertainty estimates documen-
ted in the HITRAN compilation, indirect impacts on the
CCl4 columns by the main interfering gases have been
evaluated at 1% for O3, 2% for CO2, and 4% for H2O, thus
resulting in a combined systematic root square sum (RSS)
uncertainty of less than 75%.
4.4. Retrieval algorithm

The SFIT2 algorithm is widely used by NDACC inves-
tigators for partial and or total column retrievals. As in
previous papers [23, 24, 41], we have estimated that total
columns are retrieved within uncertainties of 71%, both
random and systematic, when dealing with high quality
solar spectra, which is the case here.
4.5. Solar lines

Despite de-weighting narrow spectral intervals cen-
tered at the locations of the strongest solar OH multiplets,
weak perturbations may persist, resulting in a systematic
impact on the CCl4 total column retrievals estimated to be
less than 71%. It should be noticed here that improved
modeling parameters of solar OH lines occurring in the
region 700 to 4430 cm�1 have been reported recently by
Hase et al. [42] (based on solar occultation spectra
recorded by the ACE-FTS instrument at tangent altitudes
above 160 km) but these were not available when per-
forming the overall fitting process for this work.
4.6. Uncertainty in the instrument line shape function

As shown by the sample fittings to the ISSJ spectra
(Fig. 3), the instrument line shape is accurately repro-
duced by taking into account the ISSJ spectral resolution
and apodization function, and no line shape asymmetries
are observed in the fitting residuals. A systematic bias on
the retrieved CCl4 total columns has been estimated to be
less than 71%.
4.7. Uncertainty in the a priori profile of CCl4

As noted previously, there remain significant uncer-
tainties in both the in situ surface measurements and the
vertical profiles from the ACE and MkIV spectra (see Fig. 4
to 6 in [5]). The impact of our chosen CCl4 a priori profile
has been evaluated by performing a run with a profile
derived from MkIV balloon measurements. On average,
the discrepancy amounts to about 4%. Despite the large
scatter observed among the MkIV profiles, a systematic
error of the same magnitude has been adopted here.



Fig. 4. Daily mean CCl4 total columns above the Jungfraujoch station are shown as plus symbols. The dashed line shows the linear component of the

function fitted to all available daily means. The solid curve reproduces the derived seasonal modulation.
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4.8. Uncertainties in the a priori profiles of interfering

species

As shown in Fig. 1, the weak broad CCl4 absorption is
overlapped by several strong interfering lines (e.g., H2O,
CO2, O3). Possible biases and local altitude dependent
perturbations in the adopted a priori profiles for these
gases introduce additional errors which have been esti-
mated at maximum 3% systematic and 3% random.

4.9. Impact of subsidence

The WACCM a priori profile for CCl4 has been shifted
vertically by þ/�2 layers (�72 km at the tropopause
level). The impact on the retrieved total columns is
negligible and can be omitted in the error budget.

5. Results and discussion

Crosses in Fig. 4 show all our retained daily averaged CCl4
total columns above ISSJ for the January 1999 to June 2011
time period. This time series was fitted with the bootstrap
resampling tool developed by Gardiner et al. [43] to deter-
mine the CCl4 long-term linear trend, its uncertainty and the
seasonal modulation. In the present case, a six-term Fourier
series was adopted to model the intra-annual modulation.
The resulting fit is reproduced by a solid curve in Fig. 4, while
its linear component is shown as a dashed line. The latter
returns a statistically-significant total column long-term
trend of (�1.4970.08)�1013 mol/cm2/yr, at the 2�s con-
fidence level. The Fourier coefficient vector as per equation 2
in [43] is equal to {�22.077, �13.576, �3.607, �7.771,
þ5.288, þ0.147} in units of 1012 mol/cm2. Using the mod-
eled 1999.0 column as reference, we compute a relative
annual trend of (�1.1070.06)%/yr, still at the 2�s con-
fidence level. This column decrease corresponds to a mean
tropospheric trend of about �1.3 pptv/yr. Furthermore, fit to
the total column data set also reveals a seasonal cycle with a
peak-to-peak amplitude of 4.5%, with minimum and max-
imum values found in mid-February and mid-August, respec-
tively. Our CCl4 trend for the full 1999-2011 time series is in
agreement with the surface station measurements for 2000–
2004 (see Table 1–2 in [8]), though as noted in Section 1,
calibration differences exist among the surface in situ data-
sets. The weak but statistically-significant seasonal cycle
derived from the ISSJ total column measurements is believed
to result from residual effects of the seasonal changes in the
tropopause height. However, the impact of the strong varia-
tion of water vapor throughout the year cannot be ruled out
at this time.

A recent analysis of ACE solar occultation spectra recorded
between February 2004 and August 2007 at latitudes
between 701S and 801N reported higher CCl4 mixing ratios
of 100 to 130 pptv in the free troposphere above major
industrial regions at 201N–501N latitude and near the equa-
tor. The zonal CCl4 distribution from ACE further indicated a
slight hemispheric asymmetry and decreasing mixing ratios
with increasing altitude at all latitudes. Neglecting the line
mixing in the nearby CO2 Q branch at 791 cm�1 and the
complexity of the spectrum at low altitudes limited the
accuracy in fitting the measured spectra. An overestimation
by up to 30% of the ACE mixing ratios was identified after
comparison with in situ surface mixing ratios [5]. The
differences demonstrated that ignoring the CO2 Q branch
line mixing was an important limitation in the accuracy of
the ACE retrievals. This was confirmed by further ACE
comparisons with calculations by three atmospheric models
and balloon limb solar occultation measurements recorded
with the Mark IV FTS [44].

A comparison of in situ with ISSJ total column results
shows commensuration among the retrieved slopes (i.e.,
(�0.9870.07)%/yr versus (�1.1070.06)%/yr, respectively).
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Efforts to understand the measurement differences are on-
going (B. Hall, National Oceanic and Atmospheric Adminis-
tration, private communication, 2010).

6. Summary and conclusions

The trend of carbon tetrachloride (CCl4) has been
derived from infrared high resolution solar absorption
spectra encompassing the January 1999 to June 2011 time
period and recorded with a Fourier transform spectro-
meter at the northern mid-latitude Jungfraujoch station in
Switzerland. Total columns were derived with the SFIT2
algorithm from a region of the strong CCl4 n3 band at
794 cm�1 accounting for over a dozen interfering mole-
cules with improvement in the residuals obtained by also
taking into account, for the first time, line mixing in a
nearby CO2 Q branch at 791 cm�1. Fits to the observations
are close to the noise level of the measured spectra
when line mixing is included in the forward model. A fit
to the CCl4 daily mean total column time series reveals a
statistically-significant long-term trend of (�1.497
0.08) �1013 mol/cm2/yr at the 2�s confidence level.
Using 1999.0 as reference, we compute a relative trend
of (�1.1070.06)%/yr. The measured total column data
set also reveals a weak seasonal cycle with a 4.5% peak-to-
peak amplitude with minimum and maximum in mid-
February and mid-August, respectively. The seasonal
modulation is tentatively attributed to tropopause height
changes throughout the year. Our fit to the time series
shows no significant interannual variations in the trend.
This is in agreement with a recent inverse analysis,
indicating small interannual variations in the trend based
on in situ surface station measurements and chemical
transport model predictions for the 1996–2004 time
period.

A significant high bias of �10% is obtained when
comparing Jungfraujoch CCl4 column average mixing
ratios with those reported at in situ surface stations. The
cause of this bias remains poorly understood and further
work is recommended to reduce the discrepancy among
the monitoring techniques involved.

The present Jungfraujoch trend results assess the
continued impact of the regulations implemented by the
Montreal Protocol and its strengthening amendments for
a molecule with high global warming potential, thus also
of concern within the frame of the Kyoto Protocol.
Although a statistically significant decrease in the total
column is inferred, the CCl4 molecule remains an impor-
tant contributor to the stratospheric chlorine budget. The
capability of deriving the total atmospheric burden of CCl4

from the spectrometric analysis of high resolution infra-
red solar spectra recorded regularly at the ground is an
important new NDACC challenge for long-term trend
monitoring of all key components of the organic chlorine
budget, worldwide.
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Abstract. The analysis of high spectral resolution Fourier
Transform infrared (FTIR) solar absorption spectra is an im-
portant issue in remote sensing. If this is done carefully,
one can obtain information, not only about the total column
abundances, but also about the vertical distribution of var-
ious constituents in the atmosphere. This work introduces
the application of the information operator approach for ex-
tracting vertical profile information from ground-based FTIR
measurements. The algorithm is implemented and tested
within the well-known retrieval code SFIT2, adapting the op-
timal estimation method such as to take into account only
the significant contributions to the solution. In particular,
we demonstrate the feasibility of the method in an applica-
tion to ground-based FTIR spectra taken in the framework
of the Network for the Detection of Atmospheric Composi-
tion Change (NDACC) at Ile de La Ŕeunion (21◦ S, 55◦ E).
A thorough comparison is made between the original opti-
mal estimation method, Tikhonov regularization and this al-
ternative retrieval algorithm, regarding information content,
retrieval robustness and corresponding full error budget eval-
uation for the target species ozone (O3), nitrous oxide (N2O),
methane (CH4), and carbon monoxide (CO). It is shown that
the information operator approach performs well and in most
cases yields both a better accuracy and stability than the op-
timal estimation method. Additionally, the information op-
erator approach has the advantage of being less sensitive to
the choice of a priori information than the optimal estima-
tion method and Tikhonov regularization. On the other hand,
in general the Tikhonov regularization results seem to be
slightly better than the optimal estimation method and in-
formation operator approach results when it comes to error
budgets and column stability.

1 Introduction

Since 2002 the Belgian Institute for Space Aeronomy
(BIRA-IASB) has been responsible for measurements of
high-resolution ground-based FTIR solar absorption spec-
tra at the Observatoire de Physique de l’Atmosphère de La
Réunion (OPAR). This station is located at 21◦ S, 55◦ E, in
the Indian Ocean, East of Madagascar, at the edge between
the southern tropics and subtropics and it is coordinated by
the Laboratoire de l’Atmosph̀ere et des Cyclones (LACy) of
the Universit́e de La Ŕeunion. These FTIR observations con-
tribute to the worldwide survey of the evolution of the at-
mospheric composition and structure, in the framework of
NDACC (Kurylo and Solomon, 1990; Kurylo, 1991). It is
therefore fundamental to extract as much information as pos-
sible about the vertical distribution of the target atmospheric
constituents absorbing within the FTIR spectral ranges, and
to make sure that the knowledge gained is reliable. The ver-
tical profile information can be derived from the line shape
of the absorption lines via the altitude dependence of the
pressure broadening.

The analyses shown here focus on the atmospheric species
ozone (O3), nitrous oxide (N2O), methane (CH4) and car-
bon monoxide (CO). These gases have been selected for sev-
eral reasons. First, they are mandatory species within the
NDACC Infrared Working Group (IRWG), because of their
important roles in tropospheric and stratospheric chemistry
and their link to current environmental problems like climate
change and stratospheric ozone depletion. Second, at Ile
de La Ŕeunion, CO is an important tracer of biomass burn-
ing. Additional arguments to study these trace gases are that
they have different numbers of degrees of freedom for signal
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(Sect. 2.2.2) and that they are very much wanted for satellite
validation.

Within the NDACC IRWG it is common to use the optimal
estimation method (OEM) (Rodgers, 2000) or Tikhonov reg-
ularization (TR) (Tikhonov, 1963) to solve the inverse prob-
lem. Nevertheless, in some cases one may encounter prob-
lems like vertical profile instability or physically unrealistic
retrieval results. Looking for a more robust inversion method
in order to eliminate these difficulties has led us to the infor-
mation operator approach (IOA) (Doicu et al., 2007), which
has been proved successful for the inversion of satellite data
by Hoogen et al. (1999). The fact that the IOA is by defi-
nition based on the genuine information content of the mea-
surements makes it presumable that the method improves the
stability of the retrievals – avoiding spurious profile oscilla-
tions –, that it gives a more realistic idea of the actual in-
formation content that can be acquired, and that it generates
smaller error budgets. As the IOA has never before been
applied to spectra measured from the ground, it is very use-
ful to test its feasibility for ground-based FTIR observations
and to verify its possibilities with respect to the OEM and
TR. In order to perform the retrievals of the above-mentioned
trace gases with the IOA, we implemented this new algorithm
into the retrieval code SFIT2 (v3.94), jointly developed at the
NASA Langley Research Center, the National Center for At-
mospheric Research (NCAR) and the National Institute of
Water and Atmosphere Research (NIWA) (Rinsland et al.,
1998; Hase et al., 2004).

The paper is organised as follows: Sect. 2 provides a theo-
retical description of the IOA retrieval method, while Sect. 3
shows the retrieval results and error budget evaluations for
the target species obtained from the above mentioned FTIR
spectra, when applying the OEM, IOA and TR. Section 4 dis-
cusses the influence of the a priori information on the OEM,
IOA and TR results. Section 5 describes a theoretical study
of the three methods based on synthetic spectra. Conclusions
are given in Sect. 6.

2 General description of the information operator
approach

The problem we are facing is the retrieval of the vertical dis-
tribution of target atmospheric species from ground-based
high-resolution solar absorption spectra. The commonly
used algorithm, SFIT2, is based on a semi-empirical imple-
mentation of the OEM of Rodgers (2000). Applying the IOA
onto the OEM is an efficient way of automatically using only
those components of the measurements that effectively con-
tribute to the final information content, prior to knowing how
much information you can get and where it is situated. How
this can be achieved is explained in Sect. 2.2.

2.1 Forward model

The forward model in SFIT2 is a multi-layer multi-species
line-by-line radiative transfer model and remains unchanged
when applying the IOA. The instrument parameters in the
forward model include a wavenumber scale multiplier and
background curve parameters, as well as the actual optical
path difference and field of view of the instrument. To ac-
count for deviations from the ideal instrument line shape
(ILS) function due to small instrument misalignments or im-
perfections, empirical apodization and phase error functions
are included in the forward calculations. These calculations
are executed on a fine altitude grid to take into account the
local atmospheric pressure and temperature variabilities.

2.2 Inverse model

The inverse problem consists of determining the best repre-
sentation of the true state of the atmosphere from the ob-
served absorption spectra, more specifically, the vertical dis-
tributions and total column amounts of the target molecules.
In order to solve this ill-posed problem, some regularization
within the ensemble of possible solutions is required. To en-
hance the performance of the standard SFIT2 retrieval code,
results from information theory can be taken into account
explicitly. We now present the theoretical background of this
adapted optimal estimation scheme incorporating the IOA, as
well as its implementation in the SFIT2 algorithm.

2.2.1 Adapted retrieval method

First note that the retrieval of vertical profiles from FTIR
data is an underconstrained problem, because of the follow-
ing reasons: (1) a profile is a continuous function of altitude,
whereas an FTIR spectrometer provides measurements only
at a discrete number of wavelengths; and (2) there are com-
ponents in the actual profile which do not contribute to the
measurements and, consequently, cannot be determined from
them. In order to numerically solve the inverse problem, the
profile is discretized to a finite number of height levels be-
tween which it is assumed to be a linear function of alti-
tude. Additional information is needed to get a physically
reasonable result. In particular, when using the OEM, a pri-
ori knowledge about the atmospheric trace gas distributions
is used to adequately constrain the retrieved profile.

Since the vector of transmittances of the observed solar
absorption spectrum within the ranges of the fitted micro-
window(s) is a nonlinear function of the atmospheric state,
the retrieval solution has to be found iteratively. In the itera-
tion stepi +1 the optimal estimation solution can be written
as (Rodgers, 2000):

xi+1 = xa+(KT
i S−1

y K i +S−1
a )−1KT

i S−1
y [y −yi

+ K i(xi −xa)] , (1)

where xa is the a priori atmospheric state vector (of di-
mensionN ), Sa is the a priori covariance matrix,y is the
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Figure 1. N2O profiles from all spectra taken at St.-Denis during the 2007 campaign, 

retrieved with the (a) OEM and with the IOA with threshold (b) 0.09, (c) 0.79 and (d) 

0.99, respectively. The black line corresponds to the a priori profile used. 

 

Figure 2 shows the curves of y = 1/2 ln (x + 1) and y = x / (1 + x) for x between 0 and 

20 and for the eigenvalues of the Kozlov information matrix Pr that lay within this 

domain, for O3 and CO. Clearly, the intersection point of these two curves is situated 

around 0.79. Note that the eigenvalues of Pr for N2O and CH4 yield similar graphs, but 

are left out here, just for clarity of the figure. 

Fig. 1. N2O profiles from all spectra taken at St.-Denis during the 2007 campaign, retrieved with the(a) OEM and with the IOA with
threshold(b) 0.09,(c) 0.79 and(d) 0.99, respectively. The black line corresponds to the a priori profile used.
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Figure 2. Curves of y = x / (1 + x) (black circles) and y = 1/2 ln (1 + x) (black squares) 

for x between 0 and 20 and for the eigenvalues of Pr that lay within this domain, for O3 

(red) and CO (green). 

 

Based on the considerations above, we conclude that the best compromise is attained 

with the threshold g = 0.79. This lower limit for the contribution to the information 

content of the measurement is valid for each target species and is used in all subsequent 

IOA retrievals discussed in this paper. 

 

3.2.3 Vertical profiles and column amounts 

 

For the discussion of the characteristics of the IOA compared to the OEM and TR, we 

analyzed the vertical profile and column retrievals for the complete set of 2007 spectra. 

However, full error budget evaluations are made here only for one reference spectrum for 

each target molecule, because performing the error calculations for all spectra would have 

been too time-consuming. The choice of these typical reference spectra is based on their 

representativeness for the whole 2007 dataset, with respect to the solar zenith angle 

(SZA), the retrieved profile shape and the DOFS. Table 3 lists the date, the optical 

bandpass (OBP) and the SZA for the reference spectra analyzed for each species, together 

with the RMS of the spectral fit residual, the DOFS and the corresponding partial column 

(PC) ranges when applying the OEM, IOA and TR. For each molecule the RMS value 

and the integer nearest to the number of degrees of freedom for signal are the same for 

every method, whereas the partial column limits are slightly different. These limits 

Fig. 2. Curves ofy = x / (1 +x) (black circles) andy = 1/2 ln (1 +x)
(black squares) forx between 0 and 20 and for the eigenvalues of
Pr that lay within this domain, for O3 (red) and CO (green).

measurement vector (of dimensionM), yi is the same quan-
tity calculated by the forward model using the resultxi from
the previous iterationi, Sy is the measurement error covari-
ance matrix, andK i is the weighting function matrix, defined
asδy/δx, after the i-th iteration. When convergence has oc-
curred, the result of the last iteration is identified with the
retrieval solutionxr. The corresponding solution covariance
matrix is then given by (Rodgers, 2000):

Sr = (KT
r S−1

y K r +S−1
a )−1. (2)

As mentioned in Sect. 2.1,y is not only influenced by the
target species’ absorption but also by several other param-
eters, such as the background curve and wavelength shift
parameters, the empirical apodization and phase error poly-
nomial function parameters, and the interfering species’ ab-
sorptions. By including these additional fit parameters in
the state vectorx, the target profile retrievals can be im-
proved significantly. Note that the number of elements inx

is much larger than the number of independent elements that
can be retrieved from the measurement. Moreover, in prac-
tice, the number of independent retrieved parameters is even
smaller due to inevitable measurement noise. Theoretically,
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Table 1. Retrieval characteristics for each target species, for the 2007 FTIR campaign at Ile de La Réunion. The variances represent the
diagonal elements ofSa and HWHM the applied inter-layer correlation length of a Gaussian probability distribution. The last three columns
list the spectral micro-windows that are fitted simultaneously, the associated spectral resolution (depending on the optical filter and on the
target gas), and the main interfering species, respectively.

Molec. Variance [%] HWHM [km] Micro-window(s) [cm−1] Resol. [cm−1] Interf. species

O3 10 4 1000.00–1005.00 0.0072 H2O, CO2, C2H4, O668
3 , O686

3

2481.30–2482.60
2526.40–2528.20

N2O 10 5 2537.85–2538.80 0.00513 CO2, CH4, O3, H2O, HDO

2540.10–2540.70

2613.70–2615.40
2650.60–2651.30

CH4 variable∗ 5 2835.50–2835.80 0.00513 HDO, H2O, CO2, NO2
2903.60–2904.03
2921.00–2921.60

2057.70–2057.91
2069.55–2069.72
2140.40–2141.40

CO 20 4 2157.40–2159.20 0.0036 O3, OCS, CO2, N2O, H2O, solar CO lines

2165.37–2165.85
2168.84–2169.02

∗ Ranging from 4 to 70 %, as a function of altitude.

Table 2. Evolution of 1/2 ln (1 +λr,n) andλr,n / (1 +λr,n) for the largest 24 eigenvaluesλr,n of the Kozlov information matrixPr, for O3,
N2O, CH4 and CO.

O3 N2O CH4 CO

n 1/2ln(1+λr,n) λr,n/(1+λr,n) 1/2ln(1+λr,n) λr,n/(1+λr,n) 1/2ln(1+λr,n) λr,n/(1+λr,n) 1/2ln(1+λr,n) λr,n/(1+λr,n)

1 17.3168 1.0000 15.6414 1.0000 15.4139 1.0000 15.5225 1.0000
2 11.3409 1.0000 9.0650 1.0000 15.3273 1.0000 15.3972 1.0000
3 7.1326 1.0000 6.1980 1.0000 15.0916 1.0000 15.0273 1.0000
4 6.8262 1.0000 5.4902 1.0000 14.5332 1.0000 14.4747 1.0000
5 4.7069 0.9999 4.9038 0.9999 14.4930 1.0000 14.3777 1.0000
6 4.5662 0.9999 4.7459 0.9999 11.0533 1.0000 13.8888 1.0000
7 4.2232 0.9998 4.3099 0.9998 7.0866 1.0000 11.9066 1.0000
8 3.7078 0.9994 4.2361 0.9998 4.8829 1.0000 8.5702 1.0000
9 2.8993 0.9970 4.0495 0.9997 4.4885 0.9999 6.5113 1.0000
10 2.6263 0.9948 3.9281 0.9996 4.4172 0.9999 5.8351 1.0000
11 2.3000 0.9899 3.6862 0.9994 4.1455 0.9999 5.7922 1.0000
12 1.3416 0.9317 3.3634 0.9988 3.4401 0.9997 5.5019 1.0000
13 0.7166 0.7615 2.9367 0.9972 3.3155 0.9990 5.1528 1.0000
14 0.4941 0.6278 2.7310 0.9958 2.3465 0.9987 4.6797 0.9999
15 0.0942 0.1717 2.4667 0.9928 2.0997 0.9908 4.4398 0.9999
16 0.0133 0.0262 2.1979 0.9877 1.4615 0.9850 4.2783 0.9998
17 0.0031 0.0062 0.9955 0.8634 1.4586 0.9462 3.8915 0.9996
18 0.0023 0.0046 0.3338 0.4871 0.0342 0.1469 2.5302 0.9937
19 0.0003 0.0006 0.0869 0.1595 0.0342 0.1469 2.3931 0.9917
20 0.00007 0.0001 0.0840 0.1546 0.0060 0.0120 2.0579 0.9837
21 0.000006 0.00001 0.0124 0.0244 0.0060 0.0120 1.7362 0.9690
22 0.000003 0.000006 0.0012 0.0023 0.0002 0.0004 0.8377 0.8128
23 0.0000009 0.000002 0.0001 0.0003 0.0002 0.0004 0.2552 0.3998
24 0.00000006 0.0000001 0.0001 0.0003 0.00004 0.00007 0.1099 0.1973
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Figure 3. Single micro-window (1000.00 – 1005.00 cm-1) fit of O3 plus interfering 

species from a single spectrum on September 12, 2007 at St.-Denis using the (a) OEM, 

(b) IOA and (c) TR. Measured (blue) and simulated (green) spectra are shown (left lower 

plot), together with the residuals (left upper plot), computed as measured minus 

simulated. The right plot shows the a priori (green crosses) and retrieved (blue diamonds) 

profile. 

Fig. 3. Single micro-window (1000.00–1005.00 cm−1) fit of O3
plus interfering species from a single spectrum on 12 Septem-
ber 2007 at St.-Denis using the(a) OEM, (b) IOA and (c) TR.
Measured (blue) and simulated (green) spectra are shown (left lower
plot), together with the residuals (left upper plot), computed as mea-
sured minus simulated. The right plot shows the a priori (green
crosses) and retrieved (blue diamonds) profile.
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Figure 4. Averaging kernels and sensitivity curve (black dashed) for the O3 retrieval 

from a single spectrum on September 12, 2007 at St.-Denis using the (a) OEM, (b) IOA 

and (c) TR. 

 

 

 

Fig. 4. Averaging kernels and sensitivity curve (black dashed) for
the O3 retrieval from a single spectrum on 12 September 2007 at
St.-Denis using the(a) OEM, (b) IOA and(c) TR.
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the information content of the measurement can be defined as
the reduction in entropy of the a posteriori knowledge about
the atmospheric state with respect to the a priori knowledge
(Shannon and Weaver, 1949). Under the assumption thatxa
andxr are Gaussian distributed, the information contentH

of a measurement can be shown to be (Rodgers, 2000):

H = 1/2ln[det(Sa)]−1/2ln[det(Sr)]. (3)

Using the definitionPr = SaGr, with Gr = KT
r S−1

y K r, Eq. (3)
can be rewritten as:

H = 1/2ln[det(SaS−1
r )]

= 1/2ln[det(Pr + I)]

= 1/2
N∑

n=1

ln(λr,n +1), (4)

whereλr,n (n = 1,. . . ,N ) are the eigenvalues of theN ×N

matrix Pr, the so-called “Kozlov information matrix” (Ko-
zlov, 1983). These eigenvalues thus represent the informa-
tion content in the measurement, while the corresponding
eigenvectors form a basis for the solution space. Hence, only
theNopt eigenvalues with a relevant contribution to the infor-
mation content, i.e. 1/2 ln (λr,n + 1) ≥ 1 orλr,n / (1 + λr,n) ≈

1 (n = 1,...,Nopt ≤ N ), should be taken into account. The
associated eigenvectorsφr,n (n = 1,. . . ,Nopt) span the effec-
tive state space accessible with the measurement. Therefore,
the IOA retrieval results directly depend on the information
content of the measurement by expanding – in each iteration
– the difference between the a priori and the true state vector
into a series of the significant eigenvectors ofPi . This gives
the following equation:

xi+1−xa=

Nopt∑
n=1

βi,nφi,n. (5)

Now, instead of the state vectorxi+1 itself, the coefficients
βi,n have to be determined. In Hoogen et al. (1999) some
straightforward calculations lead to the derivation of the
expansion coefficientsβi,n (n = 1,. . . ,Nopt):

βi,n = λi,n/[Ni,n(1+λi,n)]φ
T
i,nKT

i S−1
y [y −yi

+ K i(xi −xa)], (6)

where Ni,n =φT
i,nKT

i S−1
y K i φi,n (n = 1,. . . , Nopt) are

normalization factors defined as such.
In our implementation the calculation of the eigenvectors

and eigenvalues ofPi is based on the common QR method
(Golub and Van Loan, 1983), i.e. the matrixPi is itera-
tively decomposed into the product of an orthogonal matrix
Q and an upper triangular matrixR, until the method con-
verges and all eigenvalues and eigenvectors are determined.
As the repeated QR factorizations can be quite expensive,
the real non-symmetric matrixPi is first reduced to the sim-
pler upper Hessenberg form, i.e. having zero entries below
the first subdiagonal, and then the similarity transformations
are accumulated.
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Figure 5. Multiple micro-window (MW1: 2481.30 – 2482.60, MW2: 2526.40 – 2528.20, 

MW3: 2537.85 – 2538.80, and MW4: 2540.10 – 2540.70 cm-1) fit of N2O plus interfering 

species from a single spectrum on October 8, 2007 at St.-Denis using the (a) OEM, (b) 

IOA and (c) TR. Measured (blue) and simulated (green) spectra are shown (left lower 

plot), together with the residuals (left upper plot), computed as measured minus 

Fig. 5. Multiple micro-window (MW1: 2481.30–2482.60,
MW2: 2526.40–2528.20, MW3: 2537.85–2538.80, and
MW4: 2540.10–2540.70 cm−1) fit of N2O plus interfering
species from a single spectrum on 8 October 2007 at St.-Denis
using the(a) OEM, (b) IOA and (c) TR. Measured (blue) and
simulated (green) spectra are shown (left lower plot), together
with the residuals (left upper plot), computed as measured minus
simulated. The right plot shows the a priori (green crosses) and
retrieved (blue diamonds) profile.
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Table 3. Date, OBP and SZA of the reference spectra for O3, N2O, CH4 and CO measured at Ile de La Réunion in 2007, together with the
RMS of the fit residual, DOFS and independent PC limits when using the OEM, IOA and TR.

Molec. Date OBP [cm−1] SZA Meth. RMS DOFS PC limits [km]

O3 12 September 600–1400 51.83
OEM 1.01 4.68 0.05–7.0–19.0–26.2–100
IOA 1.02 3.92 0.05–9.4–21.4–29.8–100
TR 1.01 4.64 0.05–7.0–19.0–27.4–100

N2O 8 October 2400–3310 42.03
OEM 0.18 3.35 0.05–4.6–13.0–100
IOA 0.19 2.87 0.05–5.8–15.4–100
TR 0.18 2.91 0.05–5.8–15.4–100

CH4 2 October 2400–3310 46.43
OEM 0.29 2.32 0.05–8.2–100
IOA 0.30 2.06 0.05–9.4–100
TR 0.30 2.29 0.05–9.4–100

CO 29 July 1850–2750 42.19
OEM 0.39 3.04 0.05–2.6–9.4–100
IOA 0.39 2.81 0.05–2.6–9.4–100
TR 0.39 3.09 0.05–2.6–9.4–100

Table 4. Mean RMS of the fit residual, mean ITER, mean DOFS, total altitude range and common independent PC ranges, mean CA, and
mean daily relative STD on the CA for the retrievals of O3, N2O, CH4 and CO, from the 2007 campaign data at Ile de La Réunion, when
using the OEM, IOA and TR.

Molec. RMS ITER DOFS Alt. range [km] CA [1018 molec cm−2] STD [%]
OEM / IOA / TR OEM / IOA / TR OEM / IOA / TR OEM / IOA / TR OEM / IOA / TR

O3 0.86 / 0.87 / 0.86 7 / 7 / 7 4.6 / 3.9 / 4.6

0.05–100 7.90 / 7.90 / 7.90 0.32 / 0.35 / 0.31
0.05–9.4 0.74 / 0.72 / 0.74 0.90 / 0.99 / 0.89
9.4–21.4 1.33 / 1.32 / 1.34 0.98 / 1.38 / 0.99

21.4–29.8 3.84 / 3.87 / 3.83 0.57 / 0.61 / 0.54
29.8–100 1.99 / 1.98 / 1.99 0.88 / 1.02 / 0.74

N2O 0.15 / 0.15 / 0.15 9 / 5 / 5 3.1 / 2.9 / 2.9

0.05–100 6.67 / 6.66 / 6.66 0.060 / 0.058 / 0.053
0.05–5.8 3.48 / 3.43 / 3.44 0.29 / 0.16 / 0.16
5.8–15.4 2.54 / 2.59 / 2.58 0.37 / 0.19 / 0.17
15.4–100 0.64 / 0.64 / 0.64 0.53 / 0.24 / 0.29

CH4 0.29 / 0.28 / 0.28 9 / 6 / 6 2.2 / 2.1 / 2.3
0.05–100 36.5 / 37.1 / 36.9 0.48 / 0.29 / 0.22
0.05–9.4 25.1 / 25.8 / 25.5 0.41 / 0.72 / 0.30
9.4–100 11.4 / 11.3 / 11.4 1.01 / 0.73 / 0.28

CO 0.44 / 0.45 / 0.44 7 / 7 / 7 3.1 / 2.8 / 3.0

0.05–100 1.67 / 1.67 / 1.66 0.73 / 0.75 / 0.73
0.05–2.6 0.51 / 0.49 / 0.49 2.39 / 2.45 / 2.00
2.6–9.4 0.72 / 0.75 / 0.76 2.42 / 2.13 / 1.47
9.4–100 0.44 / 0.43 / 0.40 1.66 / 1.71 / 1.23

It is obvious that this “eigenvector approach” uses a priori
information in the same statistical sense as the original op-
timal estimation method. Though, it has the advantage that
only those components are considered about which the mea-
surement actually provides information. In addition, since
basically only a linear combination of the significant eigen-
vectors has to be calculated and since the QR method is
very efficient and numerically stable, the IOA is expected to
encounter fewer singularity problems than the OEM and TR.

2.2.2 Information content and sensitivity

The retrieved state vectorxr is related to the a priori and
the true state vectorsxa andx, respectively, by the equation
(Rodgers, 2000):

xr = xa+ A (x − xa), (7)

whereA is defined asδxr/δx, or in the case of OEM:

A = (KT
r S−1

y K r +S−1
a )−1KT

r S−1
y K r. (8)
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simulated. The right plot shows the a priori (green crosses) and retrieved (blue diamonds) 

profile. 

 

 

 

Fig. 6. Averaging kernels and sensitivity curve (black dashed) for
the N2O retrieval from a single spectrum on 8 October 2007 at St.-
Denis using the(a) OEM, (b) IOA and(c) TR.  19

Figure 6. Averaging kernels and sensitivity curve (black dashed) for the N2O retrieval 

from a single spectrum on October 8, 2007 at St.-Denis using the (a) OEM, (b) IOA and 

(c) TR. 

    

 

Figure 7. Multiple micro-window (MW1: 2613.70 – 2615.40, MW2: 2650.60 – 2651.30, 

MW3: 2835.50 – 2835.80, MW4: 2903.60 – 2904.03, and MW5: 2921.00 – 2921.60    

cm-1) fit of CH4 plus interfering species from a single spectrum on October 2, 2007 at St.-

Fig. 7. Multiple micro-window (MW1: 2613.70–2615.40, MW2:
2650.60–2651.30, MW3: 2835.50–2835.80, MW4: 2903.60–
2904.03, and MW5: 2921.00–2921.60 cm−1) fit of CH4 plus in-
terfering species from a single spectrum on 2 October 2007 at St.-
Denis using the(a) OEM, (b) IOA and(c) TR. Measured (blue) and
simulated (green) spectra are shown (left lower plot), together with
the residuals (left upper plot), computed as measured minus simu-
lated. The right plot shows the a priori (green crosses) and retrieved
(blue diamonds) profile.
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Denis using the (a) OEM, (b) IOA and (c) TR. Measured (blue) and simulated (green) 

spectra are shown (left lower plot), together with the residuals (left upper plot), computed 

as measured minus simulated. The right plot shows the a priori (green crosses) and 

retrieved (blue diamonds) profile. 

 

 

 

Fig. 8. Averaging kernels and sensitivity curve (black dashed) for
the CH4 retrieval from a single spectrum on 2 October 2007 at St.-
Denis using the(a) OEM, (b) IOA and(c) TR.
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Figure 8. Averaging kernels and sensitivity curve (black dashed) for the CH4 retrieval 

from a single spectrum on October 2, 2007 at St.-Denis using the (a) OEM, (b) IOA and 

(c) TR. 

 

 

  

Fig. 9. Multiple micro-window (MW1: 2057.70–
2057.91, MW2: 2069.55–2069.72, MW3: 2140.40–2141.40,
MW4: 2157.40–2159.20, MW5: 2165.37–2165.85, and
MW6: 2168.84–2169.02 cm−1) fit of CO plus interfering species
from a single spectrum on 29 July 2007 at St.-Denis using the(a)
OEM, (b) IOA and (c) TR. Measured (blue) and simulated (green)
spectra are shown (left lower plot), together with the residuals (left
upper plot), computed as measured minus simulated. The right plot
shows the a priori (green crosses) and retrieved (blue diamonds)
profile.
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Figure 9. Multiple micro-window (MW1: 2057.70 – 2057.91, MW2: 2069.55 – 2069.72, 

MW3: 2140.40 – 2141.40, MW4: 2157.40 – 2159.20, MW5: 2165.37 – 2165.85, and 

MW6: 2168.84 – 2169.02 cm-1) fit of CO plus interfering species from a single spectrum 

on July 29, 2007 at St.-Denis using the (a) OEM, (b) IOA and (c) TR. Measured (blue) 

and simulated (green) spectra are shown (left lower plot), together with the residuals (left 

upper plot), computed as measured minus simulated. The right plot shows the a priori 

(green crosses) and retrieved (blue diamonds) profile.   
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Figure 10. Averaging kernels and sensitivity curve (black dashed) for the CO retrieval 

from a single spectrum on July 29, 2007 at St.-Denis using the (a) OEM, (b) IOA and (c) 

TR. 

 

For every target gas the spectral fits look very similar for each method. For O3 and 

CO the retrieved profile is similar for each method. For N2O and CH4 the OEM retrieved 

profile slightly oscillates near the surface, whereas the IOA profile is more stable. The 

TR profile of CH4 oscillates less than the OEM profile but more than the IOA profile. In 

order to confirm and to generalize this conclusion, Figure 11 shows the CH4 vertical 

volume mixing ratio (VMR) profiles obtained with the OEM, IOA and TR, from the 

whole set of FTIR spectra taken at St.-Denis in 2007. In the troposphere the TR profiles 

are slightly more stable than the OEM and IOA profiles, whereas at higher altitudes they 

are less stable than the IOA profiles, but still more stable than the OEM profiles. Note 

that the two groups that can be distinguished most clearly in the case of IOA correspond 

to spectra recorded at a SZA smaller and larger than 49°, respectively. The reason for this 

effect is not yet understood. 

Fig. 10. Averaging kernels and sensitivity curve (black dashed) for
the CO retrieval from a single spectrum on 29 July 2007 at St.-Denis
using the(a) OEM, (b) IOA and(c) TR.

 24

 

Figure 11. CH4 profiles from all spectra taken at St.-Denis during the 2007 campaign, 

retrieved with the (a) OEM, (b) IOA and (c) TR, respectively. The black line corresponds 

to the a priori profile used. 

 

 

Fig. 11. CH4 profiles from all spectra taken at St.-Denis during the
2007 campaign, retrieved with the(a) OEM, (b) IOA and (c) TR,
respectively. The black line corresponds to the a priori profile used.
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The rows of the matrixA are called the averaging kernels,
and the trace ofA equals the number of degrees of freedom
for signal (DOFS). Note that essentially the DOFS comprises
two shares, namely one corresponding to the fitted VMR val-
ues of the target profile and one corresponding to the other
fitted parameters within the state vector. In what follows the
term DOFS will refer to the target part only, unless stated
otherwise.

For each of the retrieval layers the full width at half maxi-
mum of the averaging kernel provides an estimate of the ver-
tical resolution of the profile retrieval at the corresponding
altitude, while the area of the averaging kernel (i.e. the sum
of its elements) represents the sensitivity of the retrieval at
the corresponding altitude to the true state. The DOFS to-
gether with the averaging kernel shapes define the indepen-
dent partial columns that best represent the retrieval results.

The matrixA in Eq. (8) can be written as a function of
Pr, namely:

A = (Sa KT
r S−1

y K r + I)−1Sa KT
r S−1

y K r = (Pr + I)−1Pr, (9)

such that the trace ofA equals
∑N

n=1 λr,n / (1 +λr,n) in the
case of OEM.

When we deriveA in the case of IOA, we get the following
expression for each elementi, j of A (i = 1,. . . ,N andj =

1,. . . ,N ):

(A)i,j =

Nopt∑
n=1

λr,n/[Nr,n(1+λr,n)]

(φT
r,nKT

r S−1
y K r)1,j (φr,n)i,1. (10)

The trace ofA, or the total DOFS, now equals
∑Nopt

n=1λr,n
/ (1 + λr,n). Note that if we would use all eigenvalues of
Pr (i.e. Nopt = N ), instead of only the significant ones, this
would correspond to the trace ofA resulting from the OEM.

Analogous toA, in the case of IOA, the gain matrixGr,
defined asδxr/δy, becomes:

(Gr)i,j =

Nopt∑
n=1

λr,n/[Nr,n(1+λr,n)]

(φT
r,nKT

r S−1
y )1,j (φr,n)i,1, (11)

with i = 1,...,N andj = 1,...,M.

Note that all definitions of the error components for the
OEM are still valid for the IOA applied onto the OEM,
as this alternative retrieval method is based on the same
premises. In the numerical evaluations we have to use the
adapted expressions for the averaging kernel and gain matrix
(Eqs. 10 and 11).

2.2.3 Tikhonov regularization

Besides the OEM, Tikhonov regularization (TR) is another
commonly used method for the retrieval of the vertical distri-
bution of trace gases from FTIR absorption spectra. The TR

solution is calculated iteratively by the following expression
(Schimpf and Schreier, 1997):

xi+1 = xa+(KT
i S−1

y K i +αRTR)−1KT
i S−1

y [y −yi

+ K i(xi −xa)], (12)

whereR andα are the regularization matrix and regulariza-
tion parameter, respectively. Both are introduced to constrain
the state vector or, in other words, to incorporate information
about the solution magnitude and smoothness. Again, all er-
ror components are calculated in the same way as for the
OEM retrievals.

For the retrievals obtained with TR, we have used theL1
regularization matrix, i.e.R = L1. This L1 is by definition
a (N −1)×N matrix composed by zeros except for the ele-
mentsL1(i, i) = −1 andL1(i,i +1) = 1, for i = 1,...,N −1.
For this particular choice ofR the averaging kernel matrixA
becomes:

A = (KT
r S−1

y K r +αLT
1L1)

−1KT
r S−1

y K r. (13)

Consequently, the sum of all elements of each row ofA
equals 1, as can be seen from a simple matrix manipulation.
This is valid for each choice ofα. In other words, for the
Tikhonov retrievals in this paper the sensitivity is always 1 at
every altitude and is not a relevant parameter.

The parameterα we have used is the one that results in the
best compromise between the DOFS and the total random er-
ror on the retrieved total column. Note that this total random
error we have evaluated here by summing up the covariance
matrices of the forward model parameter error, the smooth-
ing error, the interfering species’ errors and the measurement
noise error, assuming that the other error components do not
vary with α. This tuning method is based on the discussion
in Steck (2002) showing that the DOFS as well as the total
random error decreases with increasingα.

3 Application of the IOA to ground-based FTIR data

As discussed in the introduction, we have focused on the re-
trieval results of O3, N2O, CH4 and CO. In addition to the
total column abundances of these molecules, we have ex-
tracted information – whenever feasible – about their vertical
distribution between the ground and 100 km altitude. In this
section we give an overview of the measurement character-
istics, the retrieval strategy used, and the OEM, IOA and TR
retrieval results, including mutual comparisons.

3.1 Specifications of the FTIR measurements

Before continuous operations started in May 2009, three
FTIR solar absorption measurement campaigns had been car-
ried out at Ile de La Ŕeunion, namely in 2002, 2004 and
2007. Within the scope of this paper we concentrate on
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Table 5. Smoothing error, total random error without the smoothing error contribution, total random error, total systematic error and total
error on the retrieved total and partial columns of O3, N2O, CH4 and CO, at Ile de La Ŕeunion in 2007, when using the OEM, IOA and TR.

Total rand. without
Alt. range Smoothing [%] smoothing error [%] Total rand. [%] Total syst. [%] Total [%]

Molec. [km] OEM / IOA / TR OEM / IOA / TR OEM / IOA / TR OEM / IOA / TR OEM / IOA / TR

O3

0.05–100 0.44 / 0.54 / 0.51 0.80 / 0.62 / 0.81 0.91 / 0.83 / 0.96 2.54 / 1.71 / 2.84 2.70 / 1.90 / 3.00
0.05–9.4 6.70 / 9.06 / 7.14 1.62 / 1.39 / 1.55 6.90 / 9.17 / 7.30 14.32 / 12.48 / 14.18 15.89 / 15.49 / 15.94
9.4–21.4 9.05 / 10.71 / 10.31 3.35 / 2.26 / 2.91 9.65 / 10.94 / 10.71 27.20 / 13.76 / 23.77 28.86 / 17.58 / 26.07

21.4–29.8 5.56 / 7.58 / 6.70 3.12 / 1.75 / 2.52 6.38 / 7.78 / 7.16 21.89 / 7.84 / 17.41 22.80 / 11.05 / 18.82
29.8–100 5.03 / 6.57 / 6.34 2.48 / 2.03 / 2.02 5.61 / 6.88 / 6.65 13.83 / 7.75 / 9.75 14.93 / 10.36 / 11.81

N2O

0.05–100 0.10 / 0.27 / 0.073 0.49 / 0.35 / 0.33 0.50 / 0.44 / 0.34 2.49 / 2.64 / 2.68 2.54 / 2.68 / 2.70
0.05–5.8 0.55 / 1.36 / 0.40 1.05 / 0.64 / 0.64 1.18 / 1.50 / 0.75 5.41 / 4.77 / 4.68 5.53 / 5.00 / 4.74
5.8–15.4 0.72 / 2.18 / 0.65 1.33 / 0.56 / 0.49 1.51 / 2.25 / 0.81 5.26 / 5.11 / 5.07 5.48 / 5.59 / 5.14
15.4–100 1.39 / 4.84 / 1.47 2.85 / 1.51 / 1.07 3.17 / 5.07 / 1.82 12.61 / 5.56 / 4.05 13.00 / 7.53 / 4.44

0.05–100 0.22 / 1.09 / 0.31 0.95 / 0.97 / 0.93 0.98 / 1.46 / 0.98 4.83 / 7.28 / 5.21 4.93 / 7.42 / 5.30
CH4 0.05–9.4 0.41 / 2.29 / 0.64 1.08 / 0.94 / 0.97 1.16 / 2.48 / 1.16 7.54 / 7.48 / 7.72 7.63 / 7.88 / 7.81

9.4–100 0.60 / 2.91 / 0.61 1.50 / 1.09 / 1.46 1.61 / 3.10 / 1.59 7.85 / 6.87 / 8.16 8.01 / 7.54 / 8.32

CO

0.05–100 0.15 / 0.15 / 0.37 1.29 / 1.22 / 1.15 1.30 / 1.23 / 1.21 3.52 / 2.88 / 2.93 3.75 / 3.13 / 3.17
0.05–2.6 1.92 / 2.45 / 3.94 4.37 / 3.76 / 3.38 4.78 / 4.49 / 5.19 30.16 / 24.14 / 16.59 30.54 / 24.56 / 17.39
2.6–9.4 2.22 / 2.67 / 4.16 2.20 / 2.15 / 1.24 3.13 / 3.43 / 4.34 35.92 / 27.31 / 15.90 36.05 / 27.53 / 16.48
9.4–100 2.18 / 2.47 / 4.94 2.28 / 2.07 / 1.43 3.16 / 3.23 / 5.14 33.99 / 22.82 / 9.95 34.13 / 23.05 / 11.20

spectra taken during the third campaign, from May to Oc-
tober 2007. In particular, these spectra are recorded us-
ing a mobile Bruker 120M Fourier Transform spectrome-
ter installed at the St.-Denis University campus (50 m a.s.l.,
20◦54′ S and 55◦29′ E). The 2007 campaign was performed
with the same experimental setup as the 2004 campaign,
which is described in detail in Senten et al. (2008). Note
that the FTIR experiment at Ile de La Réunion is qualified
as an NDACC-compliant experiment, confirming that it sat-
isfies all quality criteria imposed by the NDACC Infrared
Working Group.

3.2 Retrieval results

3.2.1 Retrieval strategy and spectral fits

For all retrievals discussed in this paper the absorption line
parameters were taken from the HITRAN 2008 spectral
database (Rothman et al., 2009) in combination with avail-
able updates on the HITRAN website (http://www.hitran.
com). The spectral micro-windows in which the absorption
features of the target and interfering species are fitted, are
selected such that they contain unsaturated well-isolated ab-
sorption features of the target species with a minimal number
of interfering absorption lines, and such that the amount of
information present in the spectra – represented by the DOFS
– is maximized.

The a priori profilexa used and its associated covariance
matrix Sa should represent a good guess of the “true” state,

in particular at those altitudes for which it is difficult to get
information out of the measurements. Note that in order
to compare the OEM and IOA retrievals, we use the same
xa andSa for both methods, rather than imposing the same
DOFS.

The diagonal elements of the measurement error covari-
ance matrix are defined to be an estimate of the squared re-
ciprocals of a representative signal-to-noise ratio (SNR). The
off-diagonal elements are set to zero, which means that the
measurement errors at different wavelengths are assumed to
be uncorrelated.

For the N2O and CH4 retrievals the selected micro-
windows (fitted simultaneously), the associated interfering
molecules, the used a priori profiles and the correspond-
ing a priori covariance matrices are adopted from Senten
et al. (2008). The O3 retrieval strategy is the one used by
Vigouroux et al. (2008), and for CO we adopted the strategy
from Duflot et al. (2010). An overview of these choices is
provided in Table 1.

3.2.2 Choice of eigenvalues and eigenvectors to be used

Before discussing the IOA retrieval results, we clarify the cri-
teria to determine the most appropriate numberNopt (≤ N ) of
terms to be used in the IOA sum, i.e. Eq. (5), yielding the best
compromise between the information content and the stabil-
ity of the retrieval results. In particular, a suitable threshold
g has to be searched for, meeting the conditionλr,n / (1 +
λr,n) ≥ g, with g < 1. As the eigenvectors corresponding to
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and total columns, while the bias between the OEM and TR column amounts is about 

+1%. So for the cases in which the IOA columns systematically deviate from the OEM 

columns, the same is observed for the TR columns, but with a smaller offset. 

 

 

Figure 12. Time series of the total and partial column amounts (in 1018 molec/cm2) of (a) 

O3, (b) N2O, (c) CH4 and (d) CO during the FTIR campaign at St.-Denis in 2007, 

retrieved with the OEM (blue crosses), IOA (red circles) and TR (green diamonds), 

respectively.  

 

3.2.4    Error budget evaluations 

 

For a detailed description of all error components quantifying the reliability of the 

retrieval results, we refer to Senten et al. (2008). In particular, the following error 

contributions are calculated: the smoothing error, the forward model parameter error, the 

measurement noise error, the errors due to the uncertainties in the temperature profile, in 

the solar zenith angle, in the interfering species’ profiles, and in the intensity and pressure 

broadening of the target spectral lines, as well as the errors due to the uncertainties in the 

Fig. 12. Time series of the total and partial column amounts (in 1018molec cm−2) of (a) O3, (b) N2O, (c) CH4 and(d) CO during the FTIR
campaign at St.-Denis in 2007, retrieved with the OEM (blue crosses), IOA (red circles) and TR (green diamonds), respectively.

smaller eigenvalues have the property of being more oscilla-
tory, it is easy to understand that the more eigenvectors we
include in the linear combination defining the retrieval solu-
tion, the more this solution will oscillate. On the other hand,
if we do not include enough eigenvectors, the solution will no
longer be representative of the true state and the DOFS will
be considerably smaller. Table 2 shows the evolution of 1/2
ln (λr,n + 1) andλr,n / (1 + λr,n) for the largest 24 eigenval-
uesλr,n of Pr for an illustrative IOA retrieval of each target
molecule. The systematic decrease of both quantities around
1 and 0.8, respectively, indicates that including the subse-
quent smaller eigenvalues and eigenvectors in the IOA calcu-
lations would not significantly contribute to the solution. On
the contrary, they would only induce unrealistic oscillations
in the retrieved vertical profiles.

By definition of the IOA, when decreasingg, the IOA so-
lution approaches the OEM solution, up to the point of using
all eigenvalues and eigenvectors in the IOA sum, i.e.g = 0,
or equivalently,Nopt = N in Eq. (5). The remaining differ-
ence – though very small – between the retrieval result from

the OEM and IOA withg = 0 comes from the fact that the
state space spanned by both methods is not exactly the same.

The impact of different threshold values between 0 and 1
on the retrieved profiles can be seen in Fig. 1, showing the
N2O profiles for the whole 2007 campaign obtained with the
OEM and with the IOA forg equal to 0.09, 0.79 and 0.99.
These three values ofg correspond to including about 20,
17 and 15 terms in the IOA decomposition. These four ap-
proaches result in 3.1, 3.3, 2.9 and 1.6 DOFS on average,
respectively. Consequently, the smoothing error increases.
The root mean square (RMS) values of the spectral fit resid-
ual, calculated from the differences between the observed
and simulated spectral points, equal 0.15, 0.15, 0.15 and 0.16
on average, respectively. This demonstrates the poor sensi-
tivity of the spectral fit to the choice ofg, or correspondingly,
to the retained dimension of the state space. Obviously, the
IOA profiles forg = 0.99 are less oscillatory than those for
g = 0.79, which in turn are less oscillating than those for
g = 0.09. These plots also confirm the statement that in the
limit the IOA profiles move towards the OEM profiles. The
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respectively. Thus, for each method, the information content varies in the same way with 

respect to the applied a priori uncertainty, as expected. 

As an illustration, Figure 13 shows the OEM, IOA and TR O3 profile at St.-Denis on 

June 12, 2007, obtained when using Sa with on its diagonal 10%, 40% and 80%, 

respectively. Note that for the TR retrievals, changing Sa corresponds to changing α. In 

particular, in our test case of O3 (SNR = 150), the mentioned diagonal values 10%, 40% 

and 80% correspond to α equal to 1, 0.05 and 0.02, respectively. It is clear that when we 

apply a too large variability on the volume mixing ratios, i.e., 40% or more in this 

example, the retrieved profile deviates strongly in the case of OEM and to a lesser extent 

in the case of TR, whereas it stays reasonably good for the IOA. This difference becomes 

larger as we increase the a priori uncertainty.  

 

 

Figure 13. O3 profile on June 12, 2007 at St.-Denis obtained when using Sa with on its 

diagonal 10% (squares), 40% (circles) and 80% (diamonds), retrieved with the OEM 

(blue), IOA (red) and TR (green), respectively. The black profile is the unchanged a 

priori profile. 

 

Figure 14 shows the OEM, IOA and TR O3 profiles from all 2007 spectra at St.-Denis 

for 10%, 40% and 80% Sa, confirming the statements above. Thus, IOA retrievals are less 

sensitive to the choice of the a priori covariance matrix than OEM and TR retrievals. This 

can be understood by the fact that the IOA extracts the real information out of the 

measurements and is therefore less affected by unrealistic a priori choices. 

Fig. 13. O3 profile on 12 June 2007 at St.-Denis obtained when
using Sa with on its diagonal 10 % (squares), 40 % (circles) and
80 % (diamonds), retrieved with the OEM (blue), IOA (red) and TR
(green), respectively. The black profile is the unchanged a priori
profile.

same behavior was observed in the tests we performed for
the other target molecules.

Figure 2 shows the curves ofy = 1/2ln(x + 1) andy =

x/(1+x) for x between 0 and 20 and for the eigenvalues of
the Kozlov information matrixPr that lay within this domain,
for O3 and CO. Clearly, the intersection point of these two
curves is situated around 0.79. Note that the eigenvalues of
Pr for N2O and CH4 yield similar graphs, but are left out
here, just for clarity of the figure.

Based on the considerations above, we conclude that the
best compromise is attained with the thresholdg = 0.79.
This lower limit for the contribution to the information con-
tent of the measurement is valid for each target species and is
used in all subsequent IOA retrievals discussed in this paper.

3.2.3 Vertical profiles and column amounts

For the discussion of the characteristics of the IOA compared
to the OEM and TR, we analyzed the vertical profile and col-
umn retrievals for the complete set of 2007 spectra. However,
full error budget evaluations are made here only for one ref-
erence spectrum for each target molecule, because perform-
ing the error calculations for all spectra would have been too
time-consuming. The choice of these typical reference spec-
tra is based on their representativeness for the whole 2007
dataset, with respect to the solar zenith angle (SZA), the re-
trieved profile shape and the DOFS. Table 3 lists the date, the
optical bandpass (OBP) and the SZA for the reference spec-
tra analyzed for each species, together with the RMS of the
spectral fit residual, the DOFS and the corresponding partial
column (PC) ranges when applying the OEM, IOA and TR.

For each molecule the RMS value and the integer nearest to
the number of degrees of freedom for signal are the same for
every method, whereas the partial column limits are slightly
different. These limits correspond to the altitude ranges that
comprise at least one degree of freedom for signal. In order
to allow direct comparison of the OEM, IOA and TR partial
columns, or in other words, to discuss the retrieval results in
terms of partial columns with identical altitude boundaries,
from now on, the altitude ranges are deduced from the av-
eraging kernel matrices such that the sum of the diagonal
elements ofA is at least one for every method, thus possibly
increasing some of the partial column widths. If the remain-
ing diagonal elements add up to more than 0.6, the resulting
altitude range is considered as an additional partial column.

Figures 3, 5, 7 and 9 illustrate the single or multiple micro-
window fits of O3, N2O, CH4, and CO, respectively, for the
reference spectra listed in Table 3, together with the resid-
uals, computed as measured minus simulated transmission.
Figures 4, 6, 8 and 10 show the corresponding averaging ker-
nels and sensitivity curves (black dashed), calculated at each
altitude as the sum of the row elements ofA. As explained
in Sect. 2.2.3, for the TR retrievals the sensitivity is 1 at
every altitude and therefore a redundant quantity in the dis-
cussion. For O3 the SNR andα are 150 and 1, respectively,
for N2O they are 150 and 5, for CH4 they are 250 and 3,
and for CO they are 150 and 5. As the reference spectra are
carefully chosen, they represent the complete dataset well,
and, in turn, their resulting vertical profiles have also been
found to be representative. The retrieved vertical profiles will
therefore not be shown individually.

For every target gas the spectral fits look very similar for
each method. For O3 and CO the retrieved profile is simi-
lar for each method. For N2O and CH4 the OEM retrieved
profile slightly oscillates near the surface, whereas the IOA
profile is more stable. The TR profile of CH4 oscillates less
than the OEM profile but more than the IOA profile. In order
to confirm and to generalize this conclusion, Fig. 11 shows
the CH4 vertical volume mixing ratio (VMR) profiles ob-
tained with the OEM, IOA and TR, from the whole set of
FTIR spectra taken at St.-Denis in 2007. In the troposphere
the TR profiles are slightly more stable than the OEM and
IOA profiles, whereas at higher altitudes they are less stable
than the IOA profiles, but still more stable than the OEM pro-
files. Note that the two groups that can be distinguished most
clearly in the case of IOA correspond to spectra recorded at
a SZA smaller and larger than 49◦, respectively. The reason
for this effect is not yet understood.

Table 4 summarizes the mean DOFS, the mean number of
iterations in the fit (ITER), the mean RMS values of the spec-
tral fit residual, the mean total and partial column amounts
(CA) (in molecules cm−2) and the mean daily relative stan-
dard deviation (STD) on the CA (in %) for each molecule
when applying the OEM, IOA and TR. The mean daily rel-
ative standard deviations are considered to provide a good
measure for the quality of the retrieval method, because they
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Table 6. Impact of different choices ofSa on the O3 total and partial columns retrieved with the OEM, IOA and TR, for the 2007 campaign
data at Ile de La Ŕeunion: mean daily relative STD and mean relative biases with respect to the retrieval with 10%Sa.

STD [%] 10%Sa STD [%] 40%Sa Bias [%] 40%Sa STD [%] 80%Sa Bias [%] 80%Sa
Alt. range [km] OEM / IOA / TR OEM / IOA / TR OEM / IOA / TR OEM / IOA / TR OEM / IOA / TR

0.05–100 0.32 / 0.35 / 0.31 0.26 / 0.34 / 0.26−0.037 / 0.035 /−0.073 0.25 / 0.28 / 0.25 −0.26 / 0.21 /−0.17
0.05–9.4 0.90 / 0.99 / 0.89 1.22 / 1.00 / 1.08 −0.30 / 0.060 /−0.27 1.68 / 1.14 / 1.30 −0.96 / 0.18 /−0.58
9.4–21.4 0.98 / 1.38 / 0.99 1.66 / 1.40 / 1.62−0.16 /−0.035 /−0.20 2.21 / 1.60 / 1.92 −0.58 / 0.26 /−0.40

21.4–29.8 0.57 / 0.61 / 0.54 1.25 / 0.64 / 1.33 0.18 / 0.067 / 0.14 1.83 / 0.93 / 1.68 0.20 / 0.20 / 0.20
29.8–100 0.88 / 1.02 / 0.74 1.25 / 0.95 / 1.39 −0.36 / 0.010 /−0.40 2.41 / 0.78 / 2.15 −1.09 / 0.21 /−0.81
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Figure 14. O3 profiles from all spectra taken at St.-Denis during the 2007 campaign, 

retrieved with the OEM (a, b, c), IOA (d, e, f) and TR (g, h, i) with Sa diagonal elements 

10%, 40% and 80%, respectively. The black line corresponds to the used a priori profile. 

 

Next, we looked at the same characteristics of the OEM, IOA and TR retrievals, but 

when changing xa instead of Sa. Table 7 shows the mean daily relative standard 

deviations (in %) on the 2007 time series of O3 total and partial column amounts, when 

using xa, 2xa and 1/2xa as a priori profile, together with the mean relative biases (in %) 

with respect to the original retrieval using xa. The mean relative daily standard deviations 

appear to be most steady in the case of TR and, consistently, also the relative biases are 

smallest for the TR retrievals. 

By means of example, Figure 15 shows the OEM, IOA and TR O3 profile on June 12, 

2007, obtained with the original xa and with 2xa and 1/2xa, respectively. Clearly, the TR 

retrieval is less affected by the change of the a priori profile than the OEM and IOA 

retrieval. This is logical, as the TR vertical profile with L1 as regularization matrix is by 

definition mainly influenced by the shape of the a priori profile, rather than by its 

Fig. 14. O3 profiles from all spectra taken at St.-Denis during the 2007 campaign, retrieved with the OEM(a, b, c), IOA (d, e, f)and TR(g,
h, i) with Sa diagonal elements 10 %, 40 % and 80 %, respectively. The black line corresponds to the used a priori profile.

reflect the stability of the retrieved column amounts. Ideally,
the latter do not change much over the course of a day, as
the diurnal variations of the retrieved target molecules are
supposed to be small. For all retrievals performed, we ob-
serve that the quality of the spectral fits – characterized by the
RMS –, as well as the mean vertical column amount (VCA)
and partial column amounts (PCA), are similar for all three

methods. For O3 and CO the mean number of iterations be-
fore convergence is equal for each method, whereas for N2O
and CH4 it is smaller for the IOA and TR. The information
content – represented by the DOFS – is slightly smaller for
the IOA. This is due to the fact that the IOA leaves out all
components that do not contribute significantly to the infor-
mation content. In general, this loss – between 0 and 0.5
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Table 7. Impact of different choices ofxa on the O3 total and partial columns retrieved with the OEM, IOA and TR, for the 2007 campaign
data at Ile de La Ŕeunion: mean daily relative STD and mean relative biases with respect to the retrieval withxa.

STD [%] xa STD [%] 2xa Bias [%] 2xa STD [%] 1/2xa Bias [%] 1/2xa
Alt. range [km] OEM / IOA / TR OEM / IOA / TR OEM / IOA / TR OEM / IOA / TR OEM / IOA / TR

0.05–100 0.32 / 0.35 / 0.32 0.30 / 0.35 / 0.29−0.23 /−0.47 /−0.0099 0.33 / 0.34 / 0.33 0.12 / 0.10 /−0.12
0.05–9.4 0.90 / 0.98 / 0.89 0.93 / 0.94 / 0.86 −0.34 /−0.53 /−0.044 1.08 / 0.92 / 1.01 0.12 /−0.049 /−0.14
9.4–21.4 1.15 / 1.35 / 1.12 1.42 / 1.46 / 1.30 −0.33 /−0.67 /−0.090 1.01 / 0.49 / 1.27 0.15 / 0.11 / 0.0061

21.4–29.8 0.67 / 0.60 / 0.61 0.90 / 0.65 / 0.87 −0.086 /−0.31 / 0.065 0.50 / 0.36 / 0.59 0.076 / 0.097 /−0.18
29.8–100 0.93 / 1.00 / 0.75 1.09 / 1.20 / 0.73 −0.49 /−0.67 /−0.11 0.78 / 0.72 / 0.84 0.19 / 0.12 /−0.075

Table 8. Mean relative differences with corresponding standard deviations (between brackets) between retrieved and “input” total and partial
columns of O3 from simulated spectra.

Alt. range [km] Rel. diff. [%] OEM Rel. diff. [%] IOA Rel. diff. [%] TR

0.05–100 0.11 (0.087) 0.11 (0.092) 0.12 (0.064)
0.05–9.4 0.69 (0.56) 1.03 (0.86) 0.66 (0.51)
9.4–21.4 1.82 (0.62) 1.78 (0.60) 1.86 (0.50)

21.4–29.8 1.11 (0.57) 1.13 (0.47) 1.21 (0.37)
29.8–100 0.70 (0.60) 0.63 (0.51) 0.72 (0.37)

 31

magnitude. Note that this second test tells us something about the importance of the 

choice of xa for the three methods, but nothing about the robustness of the retrieved 

profile. 

 

 

Figure 15. O3 profile on June 12, 2007 at St.-Denis obtained with the original xa 

(squares), with 2xa (circles) and with 1/2xa (diamonds), retrieved with the OEM (blue), 

IOA (red) and TR (green), respectively. The black profiles are the respective a priori 

profiles. 

 

Finally, we have also tested the sensitivity of the OEM, IOA and TR retrieval results 

to the choice of the retrieval grid, varying from a fine 44 layer grid to a coarse 7 layer 

grid. We have found the effect on the retrieval results to be similar for each method. 

More specifically, we observed a decreasing accuracy for a decreasing number of layers. 

 

5 Theoretical study 

 

To quantify the additional benefit of the IOA a theoretical test has been done based on 

synthetic spectra. Hereto we created a large set of realistic vertical ozone profiles, and 

calculated the corresponding spectra using our forward model. Then we added Gaussian 

distributed random noise to these spectra, based on realistic SNR values, in agreement 

with the SNR values observed in our Réunion spectra. As such we generated a realistic 

ensemble of virtual measurements. We then performed OEM, IOA and TR retrievals of 

Fig. 15. O3 profile on 12 June 2007 at St.-Denis obtained with
the originalxa (squares), with 2xa (circles) and with 1/2xa (dia-
monds), retrieved with the OEM (blue), IOA (red) and TR (green),
respectively. The black profiles are the respective a priori profiles.

– does not affect the number of partial columns that can be
distinguished. For O3, N2O and CO the mean daily relative
standard deviations on the VCA are alike for each method,
whereas for CH4 it is obviously smaller for the IOA and TR.
For CO the mean daily relative standard deviations on the
PCA are similar for each method. For O3 they are largest for
the IOA, for N2O they are smaller for the IOA, and for CH4
they are smallest for TR.

Figure 12 shows the time series of the total and partial col-
umn amounts (in molecules cm−2) of O3, N2O, CH4 and CO,
respectively, during the FTIR campaign at St.-Denis in 2007,
retrieved with the OEM, IOA and TR. For O3 and CO each
method gives about the same partial and total column values,
i.e. without significant bias. For N2O the partial and total
columns are distributed in a slightly different way. The biases
between the OEM and IOA total columns are about−0.2 %
and the biases between the OEM and TR total columns are
about−0.15 %. The biases between the OEM and IOA first
and second partial columns are−0.8 and +0.8 %, respec-
tively, whereas they are−0.5 and +0.5 % between the re-
spective OEM and TR partial columns. For CH4 there is a
systematic bias of the order of +1.5 % between the OEM and
IOA daily mean first partial and total columns, while the bias
between the OEM and TR column amounts is about +1 %.
So for the cases in which the IOA columns systematically
deviate from the OEM columns, the same is observed for the
TR columns, but with a smaller offset.

3.2.4 Error budget evaluations

For a detailed description of all error components quantify-
ing the reliability of the retrieval results, we refer to Senten et
al. (2008). In particular, the following error contributions are
calculated: the smoothing error, the forward model parame-
ter error, the measurement noise error, the errors due to the
uncertainties in the temperature profile, in the solar zenith
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angle, in the interfering species’ profiles, and in the inten-
sity and pressure broadening of the target spectral lines, as
well as the errors due to the uncertainties in the instrument
line shape, i.e. the modulation amplitude and phase. As said
before, all error components for the IOA and TR retrievals
are calculated in the same way as for the OEM retrievals, us-
ing the appropriate averaging kernels and gain matrices. For
the calculation of the smoothing error, we use the sameSa
matrices for each target species as in Senten et al. (2008).
The covariance matrix used for the calculation of the error
due to the temperature profile uncertainty is based on the dif-
ferences between NCEP and ECMWF temperature profiles
at St.-Denis. The covariance matrices used for the ILS un-
certainty errors represent the degradation of the modulation
efficiency and the evolution of the phase error. They are both
calculated from the differences between the observed ILS
functions – calculated with Linefit8 (Hase et al., 1999) – over
a three months time period in 2007 at St.-Denis. The max-
imum uncertainty in the SZA was estimated at 0.2 degrees.
The maximum uncertainties in the line intensity and pressure
broadening of the spectral lines of the target molecule were
derived from HITRAN 2008.

Table 5 gives an overview of the error budgets on the to-
tal and partial columns of O3, N2O, CH4 and CO, when us-
ing the OEM, IOA and TR. More specifically, the smoothing
error, the total random error without the smoothing compo-
nent, the total random error, the total systematic error and
the total error are shown. The individual contributions to the
total random error are the forward model parameter error,
the ILS errors, the temperature error, the measurement noise
error, the SZA error, the interfering species errors, and the
smoothing error, whereas the total systematic error includes
the line intensity error and pressure broadening error. The
complete table of all these individual contributions can be
found in Appendix A.

Although at first sight each retrieval method behaves sim-
ilarly regarding error budgets, we observe non-negligible
differences.

For each species, except for N2O, the smoothing error is
smallest when applying the OEM, for the total as well as for
the partial columns. The fact that the smoothing error is gen-
erally largest when using the IOA, is in agreement with the
slightly smaller DOFS (see Table 3), or equivalently with the
small loss of information with respect to the other two meth-
ods. For the O3 and CH4 total and partial columns the to-
tal random error without the smoothing component is small-
est for the IOA, whereas for the N2O and CO columns it
is smallest for TR. The same is observed for the total sys-
tematic error, except for the N2O and CO total columns for
which the IOA seems to be better than TR. Note that the re-
duced random error for the IOA and TR columns – depend-
ing on the target gas – mainly comes from a decrease of the
forward model parameter error, the measurement noise error
and the temperature error (see Appendix A). As a result, for
the O3 total and partial columns and for the N2O and CO

total columns the total error is smallest for the IOA, while
for the N2O and CO partial columns it is smallest for TR.
For CH4 the total error is smallest for the OEM.

4 Influence of a priori information

One of the goals of implementing the IOA was to improve
the robustness of the retrieval results. We therefore studied
the impact of the choice of a priori information on the OEM,
IOA and TR solutions. More specifically, we changed the
diagonal elements ofSa and looked at the VMR profiles ob-
tained, at the DOFS, at the daily relative standard deviations
on the total and partial column amounts and at the mean rela-
tive biases with respect to the original column values. In each
case, the off-diagonal elements ofSa are kept unchanged and
are determined by a Gaussian correlation function with an
inter-layer correlation length of 4 km.

Table 6 shows the mean daily relative standard deviations
(in %) for the 2007 time series of the O3 total and partial
column amounts (CA), when using 10 %, 40 % and 80 % as
priori uncertainties on the diagonal ofSa, together with the
mean relative biases (in %) with respect to the original re-
trieval using 10 %Sa (CAref). These biases are calculated
as 100 * [

∑k
i=1(CA – CAref)/((CA + CAref)/2)]/k, with k the

number of measured spectra. Obviously, the mean relative
biases on the total and partial column values are smaller
for the IOA retrievals than for the OEM and TR retrievals.
Hence, the net effect of more stable column amounts in the
case of IOA prevails, especially when allowing greater a pri-
ori uncertainties on the profiles. In agreement with this find-
ing, the mean daily relative standard deviations on the IOA
column amounts vary less with a change ofSa than those on
the OEM and TR column amounts. For the above mentioned
choices ofSa the mean DOFS for the OEM retrieval results
are 4.6, 6.0 and 6.7, respectively, for the IOA results they are
3.9, 5.2 and 5.9, respectively, and for the TR retrievals they
are 4.6, 6.0 and 6.5, respectively. Thus, for each method, the
information content varies in the same way with respect to
the applied a priori uncertainty, as expected.

As an illustration, Fig. 13 shows the OEM, IOA and TR O3
profile at St.-Denis on 12 June 2007, obtained when usingSa
with on its diagonal 10 %, 40 % and 80 %, respectively. Note
that for the TR retrievals, changingSa corresponds to chang-
ing α. In particular, in our test case of O3 (SNR = 150), the
mentioned diagonal values 10 %, 40 % and 80 % correspond
to α equal to 1, 0.05 and 0.02, respectively. It is clear that
when we apply a too large variability on the volume mix-
ing ratios, i.e. 40 % or more in this example, the retrieved
profile deviates strongly in the case of OEM and to a lesser
extent in the case of TR, whereas it stays reasonably good for
the IOA. This difference becomes larger as we increase the a
priori uncertainty.
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Figure 14 shows the OEM, IOA and TR O3 profiles from
all 2007 spectra at St.-Denis for 10 %, 40 % and 80 %Sa,
confirming the statements above. Thus, IOA retrievals are
less sensitive to the choice of the a priori covariance ma-
trix than OEM and TR retrievals. This can be understood
by the fact that the IOA extracts the real information out of
the measurements and is therefore less affected by unrealistic
a priori choices.

Next, we looked at the same characteristics of the OEM,
IOA and TR retrievals, but when changingxa instead ofSa.
Table 7 shows the mean daily relative standard deviations (in
%) on the 2007 time series of O3 total and partial column
amounts, when usingxa, 2xa and 1/2xa as a priori profile,
together with the mean relative biases (in %) with respect
to the original retrieval usingxa. The mean relative daily
standard deviations appear to be most steady in the case of
TR and, consistently, also the relative biases are smallest for
the TR retrievals.

By means of example, Fig. 15 shows the OEM, IOA and
TR O3 profile on 12 June 2007, obtained with the original
xa and with 2xa and 1/2xa, respectively. Clearly, the TR re-
trieval is less affected by the change of the a priori profile
than the OEM and IOA retrieval. This is logical, as the TR
vertical profile withL1 as regularization matrix is by defi-
nition mainly influenced by the shape of the a priori profile,
rather than by its magnitude. Note that this second test tells
us something about the importance of the choice ofxa for
the three methods, but nothing about the robustness of the
retrieved profile.

Finally, we have also tested the sensitivity of the OEM,
IOA and TR retrieval results to the choice of the retrieval
grid, varying from a fine 44 layer grid to a coarse 7 layer
grid. We have found the effect on the retrieval results to be
similar for each method. More specifically, we observed a
decreasing accuracy for a decreasing number of layers.

5 Theoretical study

To quantify the additional benefit of the IOA a theoretical test
has been done based on synthetic spectra. Hereto we created
a large set of realistic vertical ozone profiles, and calculated
the corresponding spectra using our forward model. Then we
added Gaussian distributed random noise to these spectra,
based on realistic SNR values, in agreement with the SNR
values observed in our Réunion spectra. As such we gener-
ated a realistic ensemble of virtual measurements. We then
performed OEM, IOA and TR retrievals of O3 from these
spectra with the same retrieval parameters as used before
for the real observed spectra, and evaluated their respective
reconstructions of the initial vertical profiles. More specif-
ically, each retrieved total and partial column amount has
been compared to the corresponding column value adopted
in the forward model.

The results of these comparisons are shown in Table 8, as
mean relative differences (in %), together with the standard
deviations (between brackets). As for the total columns we
see that the OEM and IOA slightly better reproduce the orig-
inal values than TR (i.e. mean relative differences of 0.11,
0.11 and 0.12 %, respectively), although with larger standard
deviations (i.e. 0.09, 0.09 and 0.06, respectively). For the
second and fourth column, the IOA reproduces the input val-
ues best, whereas the first and third partial columns are better
reconstructed by the TR and OEM, respectively. The stan-
dard deviations are smallest in the case of TR for each partial
column. This test shows that the IOA is slightly better in re-
producing the original input information, while TR produces
more stable results.

6 Conclusions

In this paper we have shown the application of the infor-
mation operator approach (IOA) to the retrieval of the ver-
tical distribution of atmospheric constituents from ground-
based high spectral resolution FTIR solar absorption mea-
surements. All our tests have been performed on spectra
taken at the southern hemisphere (sub)tropical site Ile de La
Réunion in 2007. In addition, a theoretical study has been
made, based on synthetic spectra. We have compared the
IOA retrieval results for O3, N2O, CH4 and CO with those
obtained when using the optimal estimation method (OEM)
and Tikhonov regularization (TR). Our findings prove that
the IOA allows the derivation of more stable vertical profiles
and total and partial column amounts than the OEM for the
atmospheric species investigated, without significant loss of
information. Moreover, the IOA is less sensitive to the choice
of the a priori covariance matrix. Regarding the error budgets
on the total and partial columns we can conclude that the IOA
and TR generally perform better than the OEM.

Comparisons of the OEM and IOA retrieval results with
those obtained with TR have shown that the stability of the
TR column values is somewhat better than the OEM and IOA
stability. The information content of the IOA retrievals is
slightly smaller than the information content of the OEM and
TR retrievals, a quantity being about the same for the last
two methods. So, the IOA performs well, i.e. similar to TR,
and has some advantages with respect to the OEM, especially
regarding profile stability and error budget evaluations.

Based on this study, we can conclude that the IOA applied
onto the OEM is a valuable alternative for the retrieval of
vertical profile information of trace gases in the atmosphere
from ground-based FTIR solar absorption measurements. It
behaves better than the OEM from several points of view, but
the significance of the improvements depends on the target
species and on the chosen a priori information. The approach
can easily be implemented in the existing retrieval codes that
are used in the Infrared Working Group of NDACC.
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Table A1. Summary of all individual error contributions (i.e. fit parameters, smoothing, measurement noise, temperature, intensity, pressure
broadening, SZA, empirical apodization, empirical phase, and interfering species error) for each target species retrieved with the OEM, IOA
and TR.

Molec. Alt. range
[km]

Fit.
param.
[%]

Smooth.
[%]

Meas.
noise
[%]

Temp.
[%]

Inten.
[%]

Press.
broad.
[%]

SZA
[%]

Emp.
apod.
[%]

Emp.
phase
[%]

Total
in-
terf.
[%]

OEM/
IOA/
TR

OEM/
IOA/
TR

OEM/
IOA/
TR

OEM/
IOA/
TR

OEM/
IOA/
TR

OEM/
IOA/
TR

OEM/
IOA/
TR

OEM/
IOA/
TR

OEM/
IOA/

OEM/
IOA/
TR

O3

0.05–100 0.0070/
0.0017/
0.0077

0.44/
0.54/
0.51

0.19/
0.14/
0.20

0.60/
0.46/
0.60

2.53/
1.70/
2.83

0.22/
0.19/
0.22

0.44/
0.39/
0.44

0.00012/
0.012/
0.00014

0/
0/
0

0.23/
0.10/
0.26

0.05–9.4 0.0046/
0.0034/
0.0058

6.70/
9.06/
7.14

1.25/
1.13/
1.19

0.23/
0.21/
0.22

14.14/
12.34/
14.00

2.27/
1.89/
2.23

0.44/
0.56/
0.44

0.00010/
0.094/
0.00011

0/
0/
0

0.91/
0.53/
0.86

9.4–21.4 0.071/
0.00036/
0.064

9.05/
10.71/
10.31

1.89/
1.40/
1.64

2.43/
1.37/
2.19

27.08/
13.69/
23.66

2.62/
1.36/
2.26

0.44/
0.32/
0.44

0.0014/
0.21/
0.0012

0/
0/
0

1.23/
1.06/
0.90

21.4–29.8 0.077/
0.00023/
0.064

5.56/
7.58/
6.70

1.47/
0.87/
1.18

2.20/
1.25/
1.86

21.81/
7.81/
17.34

1.85/
0.73/
1.50

0.43/
0.49/
0.43

0.0015/
0.13/
0.0013

0/
0/
0

1.60/
0.70/
1.14

29.8–100 0.062/
0.0088/
0.041

5.03/
6.57/
6.34

1.37/
1.09/
1.10

1.89/
1.29/
1.63

13.78/
7.71/
9.72

1.16/
0.76/
0.84

0.46/
0.18/
0.44

0.0013/
0.058/
0.00087

0/
0/
0

0.69/
1.10/
0.093

N2O

0.05–100 0.32/
0.12/
0.011

0.10/
0.27/
0.073

0.072/
0.060/
0.055

0.19/
0.054/
0.082

2.34/
2.57/
2.62

0.85/
0.60/
0.57

0.31/
0.32/
0.31

0.00053/
0.00050/
0.00023

0.0027/
0.0072/
0.0029

0.041/
0.028/
0.020

0.05–5.8 0.73/
0.19/
0.040

0.55/
1.36/
0.39

0.28/
0.25/
0.20

0.59/
0.39/
0.50

4.22/
3.52/
3.55

3.38/
3.22/
3.05

0.31/
0.35/
0.32

0.00087/
0.0017/
0.00035

0.0055/
0.029/
0.0072

0.19/
0.18/
0.13

5.8–15.4 1.19/
0.30/
0.11

0.72/
2.18/
0.65

0.34/
0.32/
0.22

0.28/
0.14/
0.23

2.15/
2.52/
2.58

4.80/
4.45/
4.37

0.32/
0.24/
0.31

0.0017/
0.0038/
0.0018

0.012/
0.057/
0.025

0.23/
0.21/
0.16

15.4–100 2.76/
0.70/
0.34

1.39/
4.84/
1.47

0.55/
0.58/
0.35

0.15/
1.09/
0.89

9.31/
3.23/
2.29

8.51/
4.53/
3.34

0.26/
0.46/
0.31

0.0034/
0.012/
0.0080

0.012/
0.16/
0.098

0.29/
0.17/
0.075

CH4

0.05–100 0.11/
0.095/
0.062

0.22/
1.09/
0.31

0.29/
0.25/
0.26

0.80/
0.80/
0.80

4.69/
6.22/
4.92

1.15/
3.79/
1.71

0.36/
0.47/
0.37

0.000074/
0.000086/
0.00025

0/
0/
0

0.21/
0.12/
0.13

0.05–9.4 0.17/
0.11/
0.17

0.41/
2.29/
0.64

0.62/
0.24/
0.53

0.64/
0.75/
0.64

7.12/
6.27/
7.21

2.50/
4.08/
2.75

0.37/
0.48/
0.37

0.0013/
0.00076/
0.00072

0/
0/
0

0.46/
0.11/
0.29

9.4–100 0.59/
0.15/
0.58

0.60/
2.91/
0.61

0.58/
0.35/
0.51

1.15/
0.91/
1.16

5.62/
6.10/
6.02

5.47/
3.16/
5.51

0.33/
0.44/
0.37

0.0031/
0.0021/
0.0024

0/
0/
0

0.34/
0.18/
0.27

CO

0.05–100 0.076/
0.017/
0.013

0.15/
0.15/
0.37

0.19/
0.17/
0.14

1.22/
1.16/
1.10

3.44/
2.83/
2.91

0.75/
0.53/
0.34

0.31/
0.32/
0.32

0.00069/
0.00050/
0.00025

0/
0/
0

0.23/
0.14/
0.10

0.05–2.6 0.34/
0.12/
0.062

1.92/
2.45/
3.94

1.68/
1.46/
1.04

3.36/
2.58/
2.63

28.82/
22.89/
15.44

8.89/
7.68/
6.06

0.29/
0.28/
0.27

0.0026/
0.0017/
0.00032

0/
0/
0

2.19/
2.30/
1.83

2.6–9.4 0.20/
0.13/
0.051

2.22/
2.67/
4.16

1.61/
1.38/
0.69

0.50/
0.77/
0.67

35.00/
26.64/
15.53

8.05/
6.04/
3.38

0.33/
0.30/
0.32

0.0012/
0.0024/
0.00057

0/
0/
0

1.36/
1.42/
0.71

9.4–100 0.34/
0.16/
0.098

2.18/
2.47/
4.94

1.56/
1.49/
0.90

1.17/
0.79/
0.55

33.16/
22.26/
9.63

7.44/
5.04/
2.50

0.30/
0.37/
0.35

0.0030/
0.0039/
0.0016

0/
0/
0

1.11/
1.13/
0.89
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