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Abstract. Total columns measured with the ground-based
solar FTIR technique are highly variable in time due to at-
mospheric chemistry and dynamics in the atmosphere above
the measurement station. In this paper, a multiple regres-
sion model with anomalies of air pressure, total columns
of hydrogen fluoride (HF) and carbon monoxide (CO) and
tropopause height are used to reduce the variability in the
methane (CH4) and nitrous oxide (N2O) total columns to
estimate reliable linear trends with as small uncertainties
as possible. The method is developed at the Harestua sta-
tion (60◦ N, 11◦ E, 600 m a.s.l.) and used on three other
European FTIR stations, i.e. Jungfraujoch (47◦ N, 8◦ E,
3600 m a.s.l.), Zugspitze (47◦ N, 11◦ E, 3000 m a.s.l.), and
Kiruna (68◦ N, 20◦ E, 400 m a.s.l.). Linear CH4 trends be-
tween 0.13± 0.01-0.25± 0.02 % yr−1 were estimated for all
stations in the 1996-2009 period. A piecewise model with
three separate linear trends, connected at change points, was
used to estimate the short term fluctuations in the CH4 to-
tal columns. This model shows a growth in 1996–1999
followed by a period of steady state until 2007. From
2007 until 2009 the atmospheric CH4 amount increases be-
tween 0.57± 0.22–1.15± 0.17 % yr−1. Linear N2O trends
between 0.19± 0.01–0.40± 0.02 % yr−1 were estimated for
all stations in the 1996-2007 period, here with the strongest
trend at Harestua and Kiruna and the lowest at the Alp
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stations. From the N2O total columns crude tropospheric
and stratospheric partial columns were derived, indicating
that the observed difference in the N2O trends between the
FTIR sites is of stratospheric origin. This agrees well with
the N2O measurements by the SMR instrument onboard
the Odin satellite showing the highest trends at Harestua,
0.98± 0.28 % yr−1, and considerably smaller trends at lower
latitudes, 0.27± 0.25 % yr−1. The multiple regression model
was compared with two other trend methods, the ordinary
linear regression and a Bootstrap algorithm. The multiple
regression model estimated CH4 and N2O trends that dif-
fered up to 31 % compared to the other two methods and had
uncertainties that were up to 300 % lower. Since the multi-
ple regression method were carefully validated this stresses
the importance to account for variability in the total columns
when estimating trend from solar FTIR data.

1 Introduction

Methane (CH4) and nitrous oxide (N2O) are among the
largest contributors to the greenhouse effect (IPCC, 2007).

The CH4 concentration in the atmosphere is to a large
extent determined by the removal caused by the hydroxyl
radical (OH) in the troposphere and the strength of the sur-
face emissions (Dlugokencky et al., 1994). The emission
sources are due to microbial activity primarily under anaero-
bic conditions in wetlands, rice paddies and landfills. Other

Published by Copernicus Publications on behalf of the European Geosciences Union.

http://creativecommons.org/licenses/by/3.0/


6168 J. Angelbratt et al.: Method to detect long term trends of methane and nitrous oxide

important CH4 emission sources are ruminants, natural gas
leakage and fossil fuel and biomass burning. The amount
of CH4 in the atmosphere has increased during the later
part of the twentieth century. Between 1978–1987 in situ
measurements has shown that the growth rate was impor-
tant, (i.e. 1.1 % yr−1), but during the late 1980 the growth
rate was slowing down to 0.3–0.6 % yr−1 and even lower
growth rates were reported during the 1990s (Simpson et
al., 2006). In the early 2000s the CH4 growth rate was
nearly zero. During 2007 and 2008 however, CH4 was on
the rise again and global growth rates of 0.47± 0.04 % yr−1

and 0.25± 0.04 % yr−1 were reported each respective year
(Dlugokencky et al., 2009).

In contrast to CH4, the dominant N2O source, both nat-
ural and anthropogenic, is microbial activity in soils. The
source is strongly linked with the use of synthetic nitro-
gen fertilizers, which have increased during the later part
of the twentieth century (Davidson, 2009). Other important
N2O sources include: biomass burning, sewers, livestock
and emission from transport and industries. The main sink
for N2O is photodissociation in the stratosphere by ultravio-
let light and reaction with excited oxygen atoms (Bates and
Hays, 1967). Compared to the CH4 trend, the N2O accumu-
lation in the atmosphere has been continuous. During the last
three decades, the atmospheric N2O burden has shown an al-
most (constant) linear increase with a reported annual change
of 0.26 % yr−1 (IPCC, 2007).

This paper was carried out within the EU project
HYMN (Hydrogen, Methane and Nitrous Oxide,http://www.
knmi.nl/samenw/hymn/) and one of the goals was to im-
prove and homogenize the CH4 and N2O retrievals from
high-resolution solar FTIR (Fourier Transform Infra Red)
measurements and to obtain, for both gases, total columns
and vertical profiles as accurately as possible. Many of
the participating ground-based FTIR stations have time se-
ries that cover 15 years of data or more and it is therefore
possible and interesting to study long term trends. Trends
from greenhouse gases from FTIR measurements have ear-
lier also been performed within the EU project UFTIR (http:
//www.nilu.no/uftir/) (Vigouroux et al., 2008).

One advantage when using FTIR total columns for the es-
timation of long term trends is their insensitivity to local vari-
ations of the atmosphere. In addition, since the global circu-
lation is zonal in the free troposphere and stratosphere, the
air stays at approximately the same latitude and the measure-
ment station will therefore represent the atmosphere at that
latitude. Hence, only a few stations at different latitudes are
needed to represent the whole atmosphere. One disadvantage
with FTIR is the fact that the time series often are unevenly
sampled since the solar absorption infrared measurements re-
quire clear sky conditions. Furthermore there are, for some
stations, periods of missing data due to instrument failure and
for the most northern stations because of the polar winter.

One of the common methods for estimating trends of at-
mospheric parameters is to use monthly average values (see

for example Jones et al., 2009). The use of this method re-
duces the variability in the time series and removes the even-
tual periods of missing data. For an evenly sampled time se-
ries it is also possible to take the autocorrelation (also called
serial correlation) into account (Tiao et al., 1990; Weath-
erhead et al., 1998). The FTIR data are autocorrelated on
different timescales e.g., caused by meteorological patterns,
seasonal cycles and other kinds of long-term variability. This
correlation can best be described as a memory in the time
series where a value at a certain time contains information
of earlier values. Since our present FTIR time series in-
clude both unevenly sampling and in some instance signif-
icant gaps it is difficult to create representative monthly av-
erages. It is for some stations even impossible without in-
terpolation. We use instead a multiple regression model,
including a linear trend, a seasonal component and anoma-
lies from various atmospheric parameters to account for the
time series variability and autocorrelation to estimate reliable
trends. The method also gives a possibility to quantify the
atmospheric parameters that affect the measured time series
through their contributions to the fitted regression model.

2 FTIR measurements and data retrieval

In this paper we use total column time series of CH4,
N2O, carbon monoxide (CO), hydrogen fluoride (HF) and
ethane (C2H6) measured with FTIR spectrometers at four
European stations, i.e. Jungfraujoch, Zugspitze, Harestua
and Kiruna, within the NDACC network (Network for the
Detection of Atmospheric Composition Change,http://www.
ndsc.ncep.noaa.gov/). FTIR measurements have been per-
formed since the mid 1990s, both in the Northern and South-
ern hemispheres. Information about the stations, instrumen-
tations and retrievals are presented in Table 1. The CH4
and N2O trend analysis cover the 1996–2009 and 1996–2007
time periods, for respectively species.

All the FTIR spectrometers involved in this study oper-
ate in the mid infrared spectral region from 700 cm−1 to
5000 cm−1 (2 to 14 µm) and measure the molecular absorp-
tion of solar light in the atmosphere for a wide range of
species. Derived atmospheric abundance is expressed in
terms of total column, defined as the sum of molecules from
the top of the atmosphere down to the measurement station,
per unit area (often expressed as molecules per square cen-
timetre). To be able to spectrally resolve the atmospheric
absorption lines for a given species, high resolution spec-
trometers are needed. For the stations in this paper a typical
spectral resolution of 0.0035–0.005 cm−1 is used.

During the retrieval process a synthetic spectrum, based on
a priori information of pressure, temperature, trace gas pro-
files and instrumental characteristics, is calculated, by utiliz-
ing a forward model, dividing the atmosphere into 41–66 lay-
ers and calculating the light propagation through these. The
calculated spectrum is then fitted to the FTIR measurements
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Table 1. FTIR stations included in the trend study.

Jungfraujoch Zugspitze Harestua Kiruna

Latitude (◦ N) 47 47 60 68
Longitude (◦ E) 8 11 11 20
Altitude (m a.s.l) 3600 3000 600 400
Instrument type Bruker 120HR Bruker 125HRa Bruker 125Mb Bruker 125HRc

Retrieval code SFIT2 SFIT2 SFIT2 PROFFIT
No. of measurement days, CH4 1135 818 599 642
No. of measurement days, N2O 1160 739 592 765

a before 2006 Zugspitze operated a Bruker 120HR,b before 2008 Harestua operated a Bruker 120M andc before 2007 Kiruna operated a Bruker 120HR.

by varying the mixing ratio profile of the target species to-
gether with interfering species such as H2O and CO2. In this
manner vertical profile of the target species can be obtained.
These are generally calculated into total columns using the
available pressure and temperature information but for some
species the data can also be divided into partial columns for
instance dividing the total column into a tropospheric and
stratospheric part. The height information available from the
spectra is usually defined as the degrees of freedom (DOFs)
which is obtained from averaging kernel calculations accord-
ing the principles described by Rodgers (2000).

The retrievals in this paper are performed by the two algo-
rithms SFIT2 (Rinsland et al., 1998) and PROFFIT (Hase et
al., 2004). The two codes have been shown to be in excel-
lent agreement with a deviation of only 1 % or less (Hase et
al., 2004). To quantify the instrument performance regarding
line broadening and phase shift gas-cell measurements are
done regularly on all instruments. These measurements are
evaluated with the LINEFIT program (Hase et al., 1999).

The CH4 and N2O retrievals are done with a common
strategy developed within the EU project HYMN, where the
micro-windows, spectroscopic line lists, retrieval parame-
ters, sources of ancillary data like pressure-temperature pro-
files, and water vapour data for deriving dry air columns are
identical for all involved stations and used to minimize the
biases between the stations.

In an earlier FTIR trend study by Gardiner et al. (2008),
the retrievals were carried out by the optimal estimation al-
gorithm (Rodgers, 2000). In this retrieval algorithm a cost
function is minimized which corresponds to a weighted com-
bination of a multiple least square solution and the a priori
information. In the case of CH4 and N2O severe oscilla-
tions in the profiles are obtained and therefore instead a re-
trieval algorithm based on Tikhonov regularization (Twomey,
1996) has been applied to minimize this problem. In the lat-
ter retrieval algorithm, a cost function is minimized which
corresponds to a weighted combination of a multiple least
square solution and a cost term that corresponds to the
first derivative of the vertical profile. The latter term min-
imises oscillations of the retrieved profile versus height but

Table 2. Microwindows with interfering species used to retrieve the
CH4 and N2O total columns.

Species Microwindows (cm−1) Interfering species

CH4 2613.70–2615.40 HDO, CO2
2650.60–2651.30 HDO, CO2
2835.50–2835.80
2903.60–2904.03 NO2
2921.00–2921.60 H2O, HDO, NO2

N2O 2481.28–2482.62 CO2, CH4
2526.40–2528.20 CO2, CH4, HDO
2537.84–2538.82 CH4
2540.00–2540.75 CH4

reduces the profile information to 2–3 independent partial
columns (DOFs). For more information regarding FTIR re-
trieval with Tikhonov see Sussmann and Borsdorf (2007) and
Sussmann et al. (2005).

In Table 2 information regarding the HYMN micro win-
dows and interfering species are presented. For both CH4
and N2O Hitran 2004 linelist parameters are used.

The CO, C2H6 and HF total columns, used as atmospheric
parameters in the multiple regression model, are retrieved
with standard procedures that have earlier been developed
within the NDACC community (Mellqvist et al., 2002) (De-
Mazière et al., 2005). The retrieval procedure varies slightly
from site to site but uses consistent micro window regions
for CO (2057–2159 cm−1), C2H6 (2976–2977 cm−1) and
HF (4038–4039 cm−1).

3 The Odin satellite

The Sub-Millimeter Radiometer (SMR) onboard the Odin
satellite, launched in Febuary 2001, observes thermal emis-
sion of a N2O line at 502.3 GHz at the Earth limb. Mea-
surements of the global N2O field are obtained during about
15 (near polar, sun-synchronous) orbits per observation day
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and were performed time-shared with other operation modes
on every third day until April 2007 and on every second day
since then, providing a quasi-continuous N2O data set from
2001 to 2010. N2O in the stratosphere is retrieved between
roughly 12–14 km and 60 km with a vertical resolution of
about 1.5 km and a single-scan precision of 10–15 % (below
30 km). For the here relevant level-2 data version 2.1 See e.g.
Murtagh et al. (2002); Urban et al. (2005b,a); Urban (2006);
and Strong et al. (2008) for a description of the Odin mis-
sion and information of the N2O measurements, error analy-
sis and validation studies.

4 Trend method

4.1 Linear regression

Regression analysis is a technique to study the connection
between a dependent variable and one or several independent
variables. In this paper we mean the dependency between the
independent variable, time, and the dependent variable, the
measured total column time series. The simplest way to de-
tect a trend is by fitting a straight line with the least squares
method to the data, the slope of the line then represents the
trend. The estimated trend itself is of limited use without
an estimate of its error which could be represented with a
confidence interval. When calculating a trend and its con-
fidence interval three assumptions are usually made: (1) the
residuals (measured-model) are assumed to be free from au-
tocorrelation, (2) the distribution of the residuals is assumed
to be approximately normally distributed and (3) the resid-
uals are assumed to have equal variance. Large deviations
from these assumptions will result in errors in the estimated
trends and its confidence intervals (Weatherhead et al., 1998;
Tiao et al., 1990). Methods have been developed to account
for autocorrelation when estimating trends but they all need
data which have equidistant time steps between the measure-
ments. However, due to local weather conditions and avail-
able sunlight hour’s time series derived from FTIR observa-
tions are not sampled evenly and typically contain gaps. It is
hence not possible to make representative weekly or monthly
averages and thereby get time series with constant time spac-
ing. To reduce the time series variability and estimate reliable
trends a multiple regression model is used in this paper.

4.2 Atmospheric parameters

Several atmospheric parameters that are assumed to affect the
measured total column of CH4 and N2O are discussed in this
section. Data from the Harestua station have been used to
test the effect of various atmospheric parameters on the mea-
sured total columns of CH4 and N2O. The parameters that
have shown to have a significant effect on the measured total
columns of CH4 and N2O at the Harestua station have then
been applied to the FTIR data from the other participating
stations.

Changes in theair pressuredue to meteorological fluctu-
ations will change the amount of molecules above the mea-
surement station. A high pressure is expected to result in a
high total column and vice versa. CH4 and N2O have their
highest partial columns close to ground level, where they are
intensively produced, and are therefore expected to be very
sensitive to fluctuations in the air pressure. Thetropopause
heightis expected to affect the stratospheric column of CH4
and N2O but also to stretch and compress the tropospheric
column. A low tropopause height is thought to make the
tropospheric contribution to the total column smaller and
a high larger. The tropopause height data used here are
from the ECMWF (European Centre for Medium Range
Weather Forecasts,http://www.ecmwf.int/) model that de-
fines the tropopause altitude as the lowest level where the
lapse rate is 2◦C km−1or less and no height within 2 km
above this point exceeds this value. To account for the pres-
ence of the polar vortex a range ofPV (polar vorticity)val-
ues, at different altitudes (10–25 km), is obtained from the
ECMWF model. A high PV value is expected to correspond
to the presence of vortex air above the measurements site and
hence a low stratospheric column of CH4 and N2O.

The total column of the stratospheric species HF has been
used in several other studies, among them Toon et al. (1997)
and Mellqvist et al. (2002), as a proxy for stratospheric
transport. This transport involves the downward motion of
airmasses when the station is inside the polar vortex, the
changes in tropopause height and the vertical and horizontal
motion of air masses in the stratosphere. Hence, a largetotal
column of HFis expected to result in a large stratospheric
and a small tropospheric column of CH4 and N2O.

CH4, N2O, CO and C2H6 are all produced in fossil fuel
and biomass burning. Thetotal columns of CO and C2H6
are therefore used as a proxy for large scale biomass burn-
ing events as the ones present in Canada and Russia during
the summers of 1998, 1999, 2002 and 2003 (Yurganov et
al., 2004,2005). Thetotal columns of C2H6 will in addition
be used as a proxy for natural gas leakage. This has, as to
our knowledge, not been tested on CH4 and N2O FTIR total
columns before.

Other physical parameters that have been investigated
are: the number of sunspots, the North Atlantic Oscilla-
tions (NAO) and the Quasi Biennial Oscillations (QBO).

4.3 Trend model

To estimate trends in the CH4 and N2O total column time se-
ries a multiple regression model is used. In the model we try
to explain as much as possible of the structures in the mea-
sured total column of CH4 and N2O with atmospheric pa-
rameters, a background trend and a seasonal component. The
background trend is represented by one or several continuous
linear trends according to the piecewise regression concept
described by Neter et al. (1990). The seasonal component
consists of a sine function with a phase which has a period
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of 12 months. The 12 month seasonal cycle is strongest at
the high altitude stations due to the well mixed air i.e. the
low influence of local sources. A more advanced represen-
tation of the seasonal cycle, a third order Fourier series, has
also been tested in the model but did not improve the model
compared to the basic one. To explain the time series vari-
ability, i.e. short term deviations from the background trend
and seasonal fluctuations, anomalies derived from some of
the atmospheric parameters described in Sect. 4.2 are used.
These anomalies correspond to the detrended and deseason-
alized time series of the atmospheric parameters.

To find the anomalies that affect the CH4 and N2O total
columns all derived anomalies are inserted into the multiple
regression model, presented in Eq. (1), and tested with the
stepwise regression method. This means that the combina-
tion of anomalies that gives the best adjustedR2 value and
are statistically significant are used in the final trend model
and all the others being excluded. We define statistically sig-
nificant as a parameter for which the confidence interval ex-
cludes zero on a 2-σ level.

To estimate trends the anomalies found with the stepwise
approach, the background trend and the seasonal component
are inserted in the model in Eq. (1) and solved with the least
squares method.

y = β0+β1sin (2πt)+β2cos(2πt)+

I∑
i=3

βia(t)i−2

+βI+1t +βI+2 (t −cp1)A+βI+3 (t −cp2)B +ε

where


t > cp1, A = 1
t ≤ cp1, A = 0
t > cp2, B = 1
t ≤ cp2, B = 0

(1)

Wheret is the time in fraction of years and cp1 and cp2 are
change points when the trend is expected to change direc-
tion or magnitude. For CH4, possible change points in 1999
and 2007 have been reported by Dlugokencky et al. (2003,
2009) who have made global in situ measurements. In a first
trend estimation no change points will be used for CH4 and
N2O while in a second estimation the change points of Dlu-
gokencky et al. (2003, 2009) will be used for CH4. When
no change points are used only the first trend term in Eq. (1)
will be present in the model. In Eq. (1)y is the dependent
variable (CH4 or N2O) andβ corresponds to the regression
coefficients. Thea(t)i terms represent the anomalies from
the atmospheric parameters (i to I) andε is the residual or un-
explained part of the model. The term is assumed to be nor-
mal distributed with a constant variance around zero and free
from auto correlation. In the regression model the anomalies,
a(t)i , t andy must all be of the same length. This means that
for a certain day in the CH4 or N2O time series there must
exist corresponding data for all of the calculated anomalies.
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 1 

Figure 1. Measured total column of CO at Harestua with fitted model (upper panel) and 2 

calculated anomalies (lower panel). To obtain the anomalies the fitted model is subtracted 3 

from the measured time series. 4 

5 Fig. 1. Measured total column of CO at Harestua with fitted
model (upper panel) and calculated anomalies (lower panel). To ob-
tain the anomalies the fitted model is subtracted from the measured
time series.

To estimate confidence intervals for the trends a method for
hypothesis testing described by Montgomery et al. (2008) is
used.

4.4 Deriving anomalies

To obtain anomalies from the atmospheric parameters pre-
sented in Sect. 4.2, a model consisting of a seasonal func-
tion and a polynomial with varying order is fitted to each
of the atmospheric parameters, Eq. (2). The fitted model is
then subtracted from the original atmospheric time series. To
find the optimal polynomial fit for each atmospheric parame-
ter the adjustedR2 value is used (Montgomery et al., 2008).
The value reflects the correlation between the model and the
measurements and adjusts this correlation to the number of
terms used in the regression model. If no adjustment is used
the correlation always increase when increasing the number
of terms in the regression model, this favours over fitting. An
adjustedR2 value close to one indicates a small residual and
a good model fit while zero indicates the opposite.

y = β0+β1sin (2πt)+β2cos(2πt)+β3t +β4t
2
+β5t

3 (2)

In Eq. (2) y is the dependent variable i.e. the atmospheric pa-
rameters (air pressure, tropopause height and so on) andβ

are the estimated regression coefficients. The optimal poly-
nomial for each atmospheric process is found by step wise
increasing the polynomial order, fit the models with the lin-
ear regression method and calculated the adjustedR2 value.
When the adjustedR2 value no longer increases with more
than 1 % the best fit is said to be found and the correspond-
ing polynomial order is used to derive the anomaly. In Fig. 1
an example of the derived anomalies from the Harestua total
column time series of CO is presented.

www.atmos-chem-phys.net/11/6167/2011/ Atmos. Chem. Phys., 11, 6167–6183, 2011



6172 J. Angelbratt et al.: Method to detect long term trends of methane and nitrous oxide

5 Results

5.1 Anomalies in the final regression model

The anomalies shown to affect the measured total columns
of CH4 are: the air pressure, the total column of CO and
HF and the anomalies that affect the N2O total columns are:
the air pressure the total column of HF and the tropopause
height. The air pressure, CO and tropopause height anoma-
lies are derived using Eq. (2) along with a linear trend. For
HF a second order polynomial is used in Eq. (2) for Harestua,
Jungfraujoch and Zugspitze while a linear trend is used for
the fit of the Kiruna dataset.

The stepwise regression model that was applied on the
Harestua data showed a final model where C2H6 where in-
cluded instead of CO, this due to a slightly higher adjusted
R2 value. At the time of performing the stepwise test not all
stations were retrieving C2H6. Instead CO has to be used in
the final model. Since C2H6 and CO shows a strong correla-
tion this practical simplification was assumed to work prop-
erly. The linear correlations between all the tested anomalies
are presented in Table 3. Except the CO-C2H6 correlation a
slightly weaker correlation can be seen for the air pressure
and the tropopause height. The other anomalies have much
weaker or no linear correlations.

The final regression coefficients of the stepwise regression
model for Harestua are presented in Table 4. In the table it
can be seen that the air pressure and the total column of HF
and CO is significant for both CH4 and N2O. PV375 is also
significant for CH4 and the tropopause height is significant
for N2O. Although their significance not all parameters are
included in the final model due to the fact that the adjusted
R2 value not is improved.

The reduction of the variability in the CH4 and N2O time
series due to the addition of anomalies are presented in
Fig. 2a and b, respectively. The reduction is calculated by
comparing the standard deviation of the residuals when only
offset and linear trend/trends is fitted to the data with the stan-
dard deviations derived when each of the anomalies and the
seasonal function is added to the trend model. The seasonal
function accounts for a few to roughly 18 % of the variabil-
ity of the two CH4 cases. The value is slightly higher for
N2O which show up to 22 %. For both species the seasonal
function has the greatest impact at Jungfraujoch and smallest
at Harestua. In the two CH4 cases the air pressure anomaly
accounts for 30–40 % of the variability. The corresponding
value for N2O is roughly 30 %. The HF anomaly reduces
the variability more for N2O, ∼11–18 %, than for CH4, ∼2–
10 %. The anomalies from CO and tropopause height corre-
sponds both to a variability reduction of a couple of percent
each. There is still place for improvements in the trend model
since 30–55 % of the variability is unexplained, depending
on station and species. This has partly to do with the mea-
surement noise from the instrument but most likely also with
atmospheric processes not captured in this paper.
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Figure 2a. Reduction of the variability in the CH4 time series from the anomalies in the 3 
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Fig. 2a.Reduction of the variability in the CH4 time series from the
anomalies and seasonal function in the regression model, presented
as percent of total variability. The upper panel is when three piece-
wise trends are used and the lower is when a single linear trend is
used.
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Fig. 2b.Reduction of the variability in the N2O time series from the
anomalies and seasonal function in the regression model, presented
as percent of total variability.

It can be seen that the reduction of variability by each
anomaly are fairly similar for all stations and species, this
strengthen the choice of anomalies that are used in the trend
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Table 3. Linear correlation calculated from the anomalies at the Harestua site. Correlations stronger or equal to 0.60 is marked in bold.

CO C2H6 HF Trop. h. Air pres. PV475 PV400 PV350 Sunsp. NAO QBO

CO 1.00 0.72 0.16 0.22 0.29 0.19 −0.04 −0.01 0.00 0.05 0.01
C2H6 0.72 1.00 0.26 −0.11 0.00 0.24 −0.02 0.00 0.00 0.05 0.08
HF 0.16 0.26 1.00 −0.16 −0.21 0.51 −0.05 0.03 0.14 −0.07 −0.02
Trop. h. 0.22 −0.11 −0.16 1.00 0.60 0.13 0.02 −0.02 −0.08 0.03 −0.05
Air pres. 0.29 0.00 −0.21 0.60 1.00 0.03 −0.02 −0.04 −0.09 0.02 −0.07
PV475 0.19 0.24 0.51 0.13 0.03 1.00 0.04 0.02 −0.07 −0.08 −0.01
PV400 −0.04 −0.02 −0.05 0.02 −0.02 0.04 1.00 0.05 −0.04 0.00 0.05
PV350 −0.01 0.00 0.03 −0.02 −0.04 0.02 0.05 1.00 −0.05 −0.03 0.03
Sunsp. 0.00 0.00 0.14 −0.08 −0.09 −0.07 −0.04 −0.05 1.00 −0.09 0.04
NAO 0.05 0.05 −0.07 0.03 0.02 −0.08 0.00 −0.03 −0.09 1.00 0.01
QBO 0.01 0.08 −0.02 −0.05 −0.07 −0.01 0.05 0.03 0.04 0.01 1.00

(a)
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Figure 3a. CH4 total column time series for all participating FTIR stations with fitted model, 5 

linear trend and seasonal cycle. The model is displayed in green and the measurements in 6 

blue, the seasonal cycle is displayed in thick cyan and the linear trend in red. 7 
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Figure 3b. CH4 total column time series for all participating FTIR stations with fitted model, 5 

piecewise linear trends and seasonal cycle. The model is displayed in green and the 6 

measurements in blue, the seasonal cycle is displayed in thick cyan and the linear trend in red. 7 

8 

Fig. 3. CH4 total column time series for all participating FTIR stations with fitted model, linear trend and seasonal cycle. The model is
displayed in green and the measurements in blue, the seasonal cycle is displayed in thick cyan and the linear trend in red.

model. Although the small variability reduction by CO and
tropopause height that is showed in this paper these anoma-
lies can have larger effects on the estimated trends if the start
and/or end period is chosen when there is strong forest fires
or atmospheric dynamics.

5.2 CH4 trends

The estimated linear trends from the multiple regression
model are presented in Table 5 and the fitted models to
the CH4 time series are presented in Fig. 3a for the linear
trend and Fig. 3b for the piecewise linear trends. For all
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Table 4. Regression coefficients with associated 2-σ confidence intervals of the stepwise regression model used on the CH4 and N2O total
columns of the Harestua data. Statistical significant anomalies are marked in bold.

Anomaly CH4 N2O

CO 9.8× 1015
± 4.0× 1015 1.9× 1015

± 8.6× 1014

HF −1.4× 1016
± 1.8× 1015

−3.4× 1015
± 4.0× 1014

Tropopause height 2.1× 1015
±3.2× 1015 7.7× 1014

± 7.0× 1014

Air pressure 3.3× 1017
± 2.8× 1016 6.9× 1016

± 6.0× 1015

PV475 2.6× 1014
±1.4× 1015

−2.2× 1013
±2.9× 1014

PV400 5.7× 1014
±1.4× 1015

−3.4× 1013
±3.1× 1014

PV350 2.0× 1015
± 1.4× 1015 1.6× 1014

±3.5× 1014

No. of sunspots −4.9× 1014
±4.9× 1014 9.4× 1013

±7.9× 1013

NAO −3.6× 1012
±2.3× 1013

−1.7× 1011
±5.8× 1011

QBO −2.2× 1012
±2.6× 1013 3.0× 1011

±2.0× 1012

Table 5. Estimated linear trends from the multiple regression model. The trends are given as total column and as percent relative the average
value of year 2000. The confidence limits for each trend are based on a 2-σ significance level.

Time period Jungfraujoch
(47◦ N, 8◦ E)

Zugspitze
(47◦ N, 11◦ E)

Harestua
(60◦ N, 11◦ E)

Kiruna
(68◦ N, 20◦ E)

CH4

1996–2009 mol cm−2 1016 3.85± 0.13 3.24± 0.29 8.63± 0.52 7.5± 0.38
% yr−1 0.16± 0.01 0.13± 0.01 0.25± 0.02 0.21± 0.01

1996–1999
mol cm−2 1016 9.00± 0.92 14.60± 0.95 20.80± 3.53 16.10± 2.65
% yr−1 0.38± 0.04 0.57± 0.04 0.61± 0.10 0.46± 0.08

1999–2007
mol cm−2 1016 1.57± 1.97 0.95± 1.96 7.39± 7.54 4.45± 5.68
% yr−1 0.07± 0.08 0.04± 0.08 0.22± 0.22 0.13± 0.16

2007–2009
mol cm−2 1016 21.10± 1.79 24.50± 1.34 19.70± 7.54 40.30± 5.92
% yr−1 0.90± 0.08 0.96± 0.05 0.57± 0.22 1.15± 0.17

N2O 1996–2007
mol cm−2 1015 8.6± 0.26 8.5± 0.56 23.6± 1.25 17.2± 1.40
% yr−1 0.21± 0.01 0.19± 0.01 0.40± 0.02 0.29± 0.02

participating stations significant trends at the 2-σ level are
found for the period of 1996–2009. The trends vary with
latitude and weaker trends are observed at Jungfraujoch and
Zugspitze (0.16± 0.01 % yr−1 and 0.13± 0.01 % yr−1) and
stronger trends at Harestua and Kiruna (0.25± 0.02 % yr−1

and 0.21± 0.01 % yr−1). The trends at the Alpine sta-
tions are as expected in close agreement to each other due
to their close geographical location. Earlier Gardiner et
al. (2008) have estimated linear trends for FTIR data and
these trends are close to the estimated ones in this paper, i.e.
0.40± 0.06 % yr−1 for Harestua and 0.17± 0.03 % yr−1 for
Jungfraujoch. The data in the earlier paper corresponds to
the years 1995–2004 and they were retrieved with standard
optimal estimation as explained earlier and the trend were
derived with the Bootstrap method, see discussion below.

Dlugokencky 2009 reports an increased CH4 growth in
2007 and 2008 based on global averages from in situ flask

samples. The same author has also reported a near zero
trend between 1999 and 2007 and a positive trend before
that. To investigate if these features also are present in the
FTIR data we have applied piecewise regression (Neter et
al., 1990) with three independent linear trends, choosing
1999 and 2007 as changing points in the trend model, Ta-
ble 5. For all stations significant positive CH4 growth rates
are found for the 1996–1999 time period. The estimated val-
ues are between 0.38 % yr−1 and 0.61 % yr−1. This could
be compared with the globally averaged surface trend value
of 0.45 % yr−1 based on the time period of 1984-1999 re-
ported by Dlugokencky et al. (2003). For each station in-
volved, no significant trends have been deduced for CH4
for the 1999-2007 time period, this is in agreement with
global surface CH4 data for the time period of 2000–2006
(Dlugokencky et al., 2009). From 2007 to 2009 we found
increased growth rates for all participating stations ranging
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from 0.57–1.15 % yr−1. The station with largest growth rate
is Kiruna for which a positive value of 1.15± 0.17 % yr−1

is found. For comparison, Dlugokencky et al. (2009) re-
port global averaged surface values of 0.47± 0.03 % yr−1 for
2007 and 0.25± 0.03 % yr−1 for 2008. The same authors
also report a 0.78± 0.07 % yr−1 growth value for the polar
northern latitudes in 2007 and 0.46± 0.09 % yr−1 for the low
northern latitudes in 2008. The increased growth rates seen
by Dlugokencky et al. (2009) for 2007 and 2008 is hence also
observed at all FTIR stations.

5.3 N2O trends

The fitted N2O models are presented in Fig. 4 and the es-
timated trends are listed in Table 5. The N2O trends vary
from approximately 0.2± 0.01 % yr−1 at Jungfraujoch and
Zugspitze to 0.29± 0.02 and 0.4± 0.02 % yr−1 at the two
stations located further north. Earlier IPCC (2007) has re-
ported a N2O trend for the last decade of 0.26 % yr−1. This
trend is verified by in situ measurements by Haszpra et
al. (2008) and total columns by Rinsland et al. (2009) who
both report trends of 0.25± 0.003 % yr−1. The estimated
N2O trends for Jungfraujoch and Zugspitze are a bit weaker
than the earlier reported trends but in close agreement to
each other. The trends for Kiruna and especially Harestua
are stronger than the reported trends and are not in agree-
ment with each other. This trend discrepancy is unexpected
since N2O is well mixed in the atmosphere due to its tro-
pospheric lifetime of 114 years (Davidson, 2009). To ex-
clude that instrumental errors are the cause for the deviating
N2O trends we have estimated total column trends also for
CO2 from Harestua and Kiruna. CO2 was used because its
atmospheric circulation time is similar to the lifetime N2O
and that both of the species are measured with the same
type of detector (InSb detector). The CO2 retrieval was
conducted in the 2620-2630 cm−1 region with Hitran08 line
parameters (R. Kohlhepp and F. Hase, private communica-
tion, 2010). The estimated CO2 trends for the two stations
showed to be very similar, 0.50± 0.06 % yr−1 for Harestua
and 0.56± 0.04 % yr−1 for Kiruna on a 2-σ basis and this
corresponds well to the in situ trend of roughly 0.51 % pre-
sented by IPCC (2007) (the trend is based on an increase of
19 ppm from 1995 to 2005). From this test it is concluded
that the FTIR instruments at Harestua and Kiruna behaved
well during the studied period.

To further investigate the trend discrepancy between the
FTIR stations trends we derived tropospheric- and strato-
spheric partial columns from the FTIR data at each sta-
tion. The partial columns was derived with a weight func-
tion described by Gardiner et al. (2008) which use the aver-
age tropopause height and its standard deviation, here taken
from the ECMWF model. The trends in the partial columns
were estimated with a function consisting of a linear trend
and a seasonal cycle with a phase. All the estimated tro-
pospheric trends were in the range of 0.19± 0.01 % yr−1
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Figure 4. As figure 3a but for N2O total columns. 6 

7 Fig. 4.As Fig. 3a but for N2O total columns.

to 0.28± 0.03 % yr−1 while the stratospheric trends showed
large inter station variability with strong positive trends at
Harestua and Kiruna and weak positive trends at Jungfrau-
joch and Zugspitze, Table 6. Earlier, Gardiner et al. (2008)
also showed this behaviour.

To verify the latitudinal differences in stratospheric N2O
trends detected by the solar FTIR measurements a compar-
ison with N2O limb measurements from the Odin satellite,
see Sect.3 was carried out. To get a rough estimation of
the stratospheric N2O columns at three locations (Jungfrau-
joch/Zugspitze, Harestua and Kiruna) SMR data were re-
trieved from altitudes covering 14–30 km within a radius of
500 km centred at each location. The satellite data quality
in terms of measurement response and retrieval error were
studied for all three locations and shown to be close to one
and random scattered at approximately 10 % respectively.
The stratospheric N2O trends from the SMR instrument data
were calculated with the same trend model as the tropo-
spheric and stratospheric partial columns. The outcome of
the trend study is presented in Table 6 and in Fig. 5. The
rough FTIR-satellite comparison indicates that the strato-
spheric N2O trends can vary with latitude. This has to the
authors’ knowledge not been reported before. The strongest
positive trends for both FTIR and satellite data are estimated
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Table 6. Stratospheric N2O trends from SMR and FTIR data presented in % yr−1. The trends are presented with associated 2-σ confidence
intervals and use the 2005 average partial column as reference.

Jungfraujoch Zugspitze Harestua Kiruna

Odin/SMR (2001-2007) 0.27± 0.25 0.98± 0.28 0.60± 0.26
FTIR stratosphere (1996–2007) 0.15± 0.05 0.28± 0.07 1.13± 0.15 0.67± 0.12
FTIR troposphere (1996–2007) 0.27± 0.01 0.19± 0.01 0.28± 0.03 0.24± 0.03
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Figure 5. Stratospheric partial columns of N2O with fitted seasonal function and linear trend 5 

for Jungfraujoch and Kiruna from the SMR instrument onboard the Odin satellite and solar 6 

FTIR data. 7 

8 

Fig. 5. Stratospheric partial columns of N2O with fitted seasonal
function and linear trend for Jungfraujoch and Kiruna from the
SMR instrument onboard the Odin satellite and solar FTIR data.

at Harestua. A slightly weaker trend is seen in Kiruna and a
much weaker trend is estimated in the Alp region. It hence
seems that the difference in total column trends between the
Alp region and Harestua and Kiruna is caused by the differ-
ences in the stratospheric column trends and it appears that
the highest trend is found at the vortex edge, above Harestua
as observed by FTIR and the SMR onboard Odin. We do not
have an explanation for this behaviour but is likely related
to the atmospheric circulation, since N2O has a very long
lifetime which would smooth out differences in sources and
sinks.

5.4 Model stability

To obtain the confidence intervals, the residual from the
model is assumed to be normally distributed with constant
variance around a mean value of zero and to be free from au-
tocorrelation. The residual distributions from the regression
models for all FTIR stations are shown in the lower left panel
in Fig. 6 (for CH4) and in Fig. 7 (for N2O), also presented is
a normal distribution based on the standard deviation from
each of the residuals. These distributions indicate that the
assumption of normal distribution is justified. In the lower
right panels in Figs. 6 and 7 the residuals are plotted as a
function of the fitted model. To justify the constant variance
assumption the residuals are expected to be randomly scat-
tered around a constant level of zero. In our case we conclude
that this assumption is justified for all the regression mod-
els. Also, to verify the assumption that no autocorrelation is
present in the time series we look at the residual as a func-
tion of time, this can be seen in the upper panel in Figs. 6 and
7. Shapes such as cycles might indicate autocorrelation and
may make the confidence intervals for the estimated trends
larger. Based on the residual analysis we conclude that no
strong autocorrelation is presented in any of the regression
models.

When working with multiple regression models, one al-
ways needs to consider multicolinearity. Multicolinearity is
when one or several of the independent variables in the re-
gression model contain similar information, i.e. are linearly
dependent. The presence of multicolinearity may result in
physically unrealistic values or signs and large confidence
intervals of the estimated regression coefficients. To investi-
gate the presence of multicolinearity in the regression model
the concept of the variance inflation factor, VIF factor, is
used (Neter et al., 1990). A VIF factor of 1 indicates totally
independent variables and a factor larger than 10 indicates
serious multicolinearity in the model (Neter et al., 1990). In
our case the calculated VIF factors are well below 10 for all
FTIR stations and both of the species under investigation.

To verify that the 1 % criteria, earlier defined in Sect. 4.4,
in the calculations of the anomalies is appropriate a sensi-
tivity analysis is performed on all the regression models. In
the analysis the estimated linear trend and the adjustedR2

value is studied as the anomaly of one of the atmospheric pa-
rameters is changed, i.e. the order of the fitted polynomial to
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Figure 6a. CH4 residuals and distributions of the Jungfraujoch and Zugspitze FTIR time series 3 

when a piecewise linear trends are used. 4 

5 

Fig. 6.CH4 residuals and distributions of the Jungfraujoch and Zugspitze FTIR time series when a piecewise linear trend is used.

the parameter is changed. The change of the linear trend in
the total columns of CH4 and N2O is largest when increasing
from polynomial order zero to a first order and to a second
order polynomial for the total column of HF (0, 1, 2) while
for the other parameters the change is largest from zero to
first (0,1). At higher order of polynomial only very small
changes in the estimated trends are observed. It can also be
seen that the adjustedR2 value not increase for polynomials
with higher order than two for HF and one for the other pa-
rameters. From the sensitivity analysis we conclude that the
1 % criterion is appropriate for deriving the anomalies.

5.5 Method comparison

The results of the multiple regression model has been com-
pared to two other trend methods. The first method, re-

ferred to as the Bootstrap algorithm (Efron and Tibshirani,
1993; Gardiner et al., 2008), is based on the least squares fit-
ting of a linear trend and a seasonal component to the data.
From the residuals a large number of dataset is randomly
sampled (Bootstrapped), these datasets represent the random
effects in the data. Each of these dataset is then added to
the original fitted function and a set of trends are estimated.
The center point of the estimated trends represents the final
trend estimation and the width is the confidence intervals.
The bootstrap algorithm is a non parametric method since it
does not rely on the normal distribution and equal variance
assumption. The second tested trend method is a simple least
squares fit of a straight line and a seasonal component in-
cluding a phase, when using this method the normal distri-
bution assumption is made. Linear trends were estimated by
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Figure 6b .CH4 residuals and distributions of the Harestua and Kiruna FTIR time series when 3 

a piecewise linear trends are used. 4 

5 

Fig. 6.Continued.

the multiple regression model, the Bootstrap algorithm and
by the simple least squares fit of a straight line and a sea-
sonal component, for the 1996–2009 and 1996–2007 period
for CH4 and N2O total columns respectively. The outcome of
the study is presented in Table 7 which shows the estimated
trends with associated 95 % confidence limits. The three
trend methods show all results that are in relatively close
agreement to each other. In general, the multiple regres-
sion method has slightly smaller confidence intervals than
the other two methods. The trends obtained from the Boot-
strap algorithm and the model with a linear trend and sea-

sonal function are very similar for all the participating FTIR
stations and both the CH4 and N2O time series. The rea-
son for this is that all the CH4 and N2O time series are close
to normal distributed. In this case the Bootstrap resampling
stage is not necessary and can in fact introduce errors in the
trend estimate since it can create physically unrealistic time
series, especially for the stations at northern latitudes. One
example is the high CH4 and N2O values related to the pres-
ence of the polar vortex, typically during winter and early
spring, which with the Bootstrap algorithm can be located to
the summer or autumn season. When fitting a trend to these
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Figure 7a. N2O residuals and distributions of the Jungfraujoch and Zugspitze FTIR time 3 

series. 4 

Fig. 7.N2O residuals and distributions of the Jungfraujoch and Zugspitze FTIR time series.

time series the estimated trend values will have an impact
on the final trend result and potentially make the confidence
intervals wider.

The trends estimated from the multiple regression method
differ in magnitude with up to 31 % and have an uncertainty
that differs up to 300 % compared to the other two methods.
This difference is most likely because the multiple regres-
sion model takes the atmospheric variability into account and
hence reduces the unexplained part of the trend model. From
the method comparison and model stability analysis we con-

clude that the multiple regression model gives the most re-
liable trends since it takes the atmospheric variability into
account and fulfils the statistical assumptions presented in
Sect. 5.4.

6 Discussion and conclusion

Long term CH4 and N2O trends from solar FTIR total
columns have been estimated at four European stations. The
estimated trends show latitudinal differences with stronger
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Figure 7b. N2O residuals and distributions of the Harestua and Kiruna FTIR time series. 3 

4 

Fig. 7.Continued.

trends for both species at the northern sites and weaker trends
at the Alpine stations.

When it comes to CH4 this latitudinal difference is not sur-
prising since the atmospheric concentration of the species
are highly influenced by local sources. At high latitudes
wetland contributes up to 25 % of the CH4 total emissions
and these wetlands have shown to be sensitive to climate
change (Jackowicz-Korczynski et al., 2010). In addition
Russian natural gas is produced at the same latitudes as
Harestua and Kiruna. These might be two possible rea-

sons for the stronger trends detected at the northern latitude
sites (Harestua and Kiruna) compared to the two Alpine sta-
tions.

The latitudinal difference in the estimated N2O trends is
compared to CH4 unexpected. Atmospheric N2O has a life-
time that is more than 12 times longer than that of CH4,
120 years instead of 9, and is thereby well mixed in the
troposphere and relatively insensitive to local sources. In the
Odin SMR comparison we conclude that the strong FTIR
total column trends at Harestua and Kiruna most proba-
bly arise from very strong stratospheric trends at these sta-
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Table 7. Estimated linear trends from the total columns of CH4 and N2O. The trends are presented in percent per year (% yr−1) with the
reference year given as the average value of year 2000. All trends are given with associated 95σ confidence limits.

Trend model Species Jungfraujoch Zugspitze Harestua Kiruna

Multiple regression model CH4 0.16± 0.01 0.13± 0.01 0.25± 0.02 0.21± 0.01
N2O 0.21± 0.01 0.19± 0.01 0.40± 0.02 0.29± 0.02

Bootstrap algorithm CH4 0.16± 0.02 0.09± 0.03 0.28± 0.04 0.26± 0.04
N2O 0.25± 0.03 0.22± 0.03 0.45± 0.06 0.33± 0.05

Linear trend with CH4 0.16± 0.01 0.09± 0.02 0.28± 0.03 0.26± 0.02
seasonal component N2O 0.25± 0.02 0.22± 0.02 0.46± 0.04 0.34± 0.03

tions. One possible explanation could be the strengthen-
ing of the Brewer Dobson circulation as described by Li
et al. (2010). This circulation transports air masses from
the tropical tropopause into the stratosphere and towards the
poles. If the circulation gets stronger with time more N2O is
transported towards Harestua and Kiruna with a stratospheric
trend as result. The stations located further south are less in-
fluenced by this transport and hence a weaker stratospheric
trend is detected. Another possible reason to the trend differ-
ences could be a trend in the tropopause height due to climate
change or other changes in the atmospheric dynamics. Lin-
ear trends were therefore estimated from the tropopause data,
the earlier used ECMWF data, for the FTIR stations. All the
estimated trends were close to zero and insignificant. From
this we conclude that a change in the tropopause altitude is
most likely not responsible for the stratospheric N2O trends.
We conclude that more studies are needed regarding the lati-
tudinal difference in stratospheric N2O.
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Atmos. Chem. Phys., 11, 6167–6183, 2011 www.atmos-chem-phys.net/11/6167/2011/

http://dx.doi.org/10.1016/j.jqsrt.2003.12.008
http://dx.doi.org/10.1016/j.atmosenv.2008.09.012
http://dx.doi.org/10.1029/2008jg000913
http://dx.doi.org/10.5194/acp-9-6055-2009
http://dx.doi.org/10.1029/2009jd012876
http://dx.doi.org/10.1029/2001JD001080
http://dx.doi.org/10.1139/P01-157
http://dx.doi.org/10.1016/j.jqsrt.2009.03.024
http://dx.doi.org/10.1029/2006gl027330
http://dx.doi.org/10.5194/acp-8-4759-2008
http://dx.doi.org/10.5194/acp-7-3537-2007
http://dx.doi.org/10.5194/acp-5-2419-2005
http://dx.doi.org/10.5194/acp-5-2419-2005
http://dx.doi.org/10.1029/2004jd005741
http://dx.doi.org/10.1029/2004jd005394


J. Angelbratt et al.: Method to detect long term trends of methane and nitrous oxide 6183

Observations of Trace Gases in the Polar Lower Stratosphere
during 2004–2005, Proc. ESA First Atmospheric Science Con-
ference, edited by: Lacoste, H., ESA-SP-628, ISBN-92-9092-
939-1, 2006.

Weatherhead, E. C., Reinsel, G. C., Tiao, G. C., Meng, X. L., Choi,
D. S., Cheang, W. K., Keller, T., DeLuisi, J., Wuebbles, D. J.,
Kerr, J. B., Miller, A. J., Oltmans, S. J., and Frederick, J. E.:
Factors affecting the detection of trends: Statistical considera-
tions and applications to environmental data, J. Geophys. Res.-
Atmos., 103, 17149–17161, 1998.

Vigouroux, C., De Mazìere, M., Demoulin, P., Servais, C., Hase,
F., Blumenstock, T., Kramer, I., Schneider, M., Mellqvist, J.,
Strandberg, A., Velazco, V., Notholt, J., Sussmann, R., Stremme,
W., Rockmann, A., Gardiner, T., Coleman, M., and Woods, P.:
Evaluation of tropospheric and stratospheric ozone trends over
Western Europe from ground-based FTIR network observations,
Atmos. Chem. Phys., 8, 6865–6886,doi:10.5194/acp-8-6865-
2008, 2008.

Yurganov, L. N., Blumenstock, T., Grechko, E. I., Hase, F., Hyer,
E. J., Kasischke, E. S., Koike, M., Kondo, Y., Kramer, I., Le-
ung, F. Y., Mahieu, E., Mellqvist, J., Notholt, J., Novelli, P. C.,
Rinsland, C. P., Scheel, H. E., Schulz, A., Strandberg, A., Suss-
mann, R., Tanimoto, H., Velazco, V., Zander, R., and Zhao, Y.:
A quantitative assessment of the 1998 carbon monoxide emission
anomaly in the Northern Hemisphere based on total column and
surface concentration measurements, J. Geophys. Res.-Atmos.,
109, D15305,doi:10.1029/2004jd004559, 2004.

Yurganov, L. N., Duchatelet, P., Dzhola, A. V., Edwards, D. P.,
Hase, F., Kramer, I., Mahieu, E., Mellqvist, J., Notholt, J., Nov-
elli, P. C., Rockmann, A., Scheel, H. E., Schneider, M., Schulz,
A., Strandberg, A., Sussmann, R., Tanimoto, H., Velazco, V.,
Drummond, J. R., and Gille, J. C.: Increased Northern Hemi-
spheric carbon monoxide burden in the troposphere in 2002 and
2003 detected from the ground and from space, Atmos. Chem.
Phys., 5, 563–573,doi:10.5194/acp-5-563-2005, 2005.

www.atmos-chem-phys.net/11/6167/2011/ Atmos. Chem. Phys., 11, 6167–6183, 2011

http://dx.doi.org/10.5194/acp-8-6865-2008
http://dx.doi.org/10.5194/acp-8-6865-2008
http://dx.doi.org/10.1029/2004jd004559
http://dx.doi.org/10.5194/acp-5-563-2005


Atmos. Meas. Tech., 7, 3861–3872, 2014

www.atmos-meas-tech.net/7/3861/2014/

doi:10.5194/amt-7-3861-2014

© Author(s) 2014. CC Attribution 3.0 License.

Long-term evolution and seasonal modulation of methanol above

Jungfraujoch (46.5◦ N, 8.0◦ E): optimisation of the retrieval strategy,

comparison with model simulations and independent observations

W. Bader1, T. Stavrakou2, J.-F. Muller2, S. Reimann3, C. D. Boone4, J. J. Harrison5, O. Flock1, B. Bovy1, B. Franco1,

B. Lejeune1, C. Servais1, and E. Mahieu1

1Institute of Astrophysics and Geophysics of the University of Liège, Liège, Belgium
2Belgian Institute for Space Aeronomy, Avenue Circulaire 3, 1180, Brussels, Belgium
3Laboratory for Air Pollution and Environmental Technology, Swiss Federal Laboratories for Materials Testing

and Research (Empa), Dübendorf, Switzerland
4Department of Chemistry, University of Waterloo, Ontario, Canada
5Department of Chemistry, University of York, York, UK

Correspondence to: W. Bader (w.bader@ulg.ac.be)

Received: 11 April 2014 – Published in Atmos. Meas. Tech. Discuss.: 8 May 2014

Revised: 2 October 2014 – Accepted: 16 October 2014 – Published: 21 November 2014

Abstract. Methanol (CH3OH) is the second most abun-

dant organic compound in the Earth’s atmosphere after

methane. In this study, we present the first long-term time

series of methanol total, lower tropospheric and upper tro-

pospheric–lower stratospheric partial columns derived from

the analysis of high resolution Fourier transform infrared

solar spectra recorded at the Jungfraujoch station (46.5◦ N,

3580 m a.s.l.). The retrieval of methanol is very challeng-

ing due to strong absorptions of ozone in the region of the

selected υ8 band of CH3OH. Two wide spectral intervals

have been defined and adjusted in order to maximise the in-

formation content. Methanol does not exhibit a significant

trend over the 1995–2012 time period, but a strong seasonal

modulation characterised by maximum values and variabil-

ity in June–July, minimum columns in winter and a peak-to-

peak amplitude of 130 %. Analysis and comparisons with in

situ measurements carried out at the Jungfraujoch and ACE-

FTS (Atmospheric Chemistry Experiment-Fourier transform

spectrometer) occultations have been performed. The total

and lower tropospheric columns are also compared with IM-

AGESv2 model simulations. There is no systematic bias be-

tween the observations and IMAGESv2 but the model under-

estimates the peak-to-peak amplitude of the seasonal modu-

lations.

1 Introduction

Methanol (CH3OH) is the second most abundant organic

molecule in the atmosphere after methane, with concentra-

tions between 1 (Singh et al., 2001) and 20 ppbv (Heikes et

al., 2002), despite a lifetime that has been estimated to lie

between 4.7 days (Millet et al., 2008) and 12 days (Atkinson

et al., 2006). Plant growth is the largest source of methanol

with a 65–80 % contribution to its emissions (Galbally and

Kirstine, 2002; Jacob et al., 2005). The atmospheric pro-

duction of CH3OH through peroxy radical reactions repre-

sents up to 15–23 % of its sources (Madronich and Calvert,

1990; Tyndall et al., 2001). Other sources of methanol are

plant matter decaying (Warneke et al., 1999), biomass burn-

ing (Dufour et al., 2006; Paton-Walsh et al., 2008), fossil fuel

combustion, vehicular emissions, solvents and industrial ac-

tivities.

Methanol influences the oxidising capacity of the atmo-

sphere through reaction with the hydroxyl radical (Jiménez

et al., 2003), its main sink, leading to the formation of water

vapour and either CH3O or CH2OH radicals, which both re-

act with O2 to give HO2 and formaldehyde (H2CO) (Millet et

al., 2006). The photo-oxidation of formaldehyde, a key inter-

mediate in the oxidation of numerous volatile organic com-

pounds, leads to the formation of HO2 radicals and carbon

monoxide (CO). As a consequence, CH3OH is considered as

Published by Copernicus Publications on behalf of the European Geosciences Union.
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a source of CO with a yield close to 1 (Duncan et al., 2007).

The main sources and sink of methanol are characterised by

significant seasonal modulations. This results in a strong sig-

nal for CH3OH, with maximum and minimum abundances

observed in the Northern Hemisphere at the beginning of

July and in December, respectively (Rinsland et al., 2009;

Stavrakou et al., 2011; Wells et al., 2012; Cady-Pereira et al.,

2012), reflecting the seasonality of biogenic sources.

In the past decade, ground-based (Schade and Goldstein,

2001, 2006; Karl et al., 2003; Carpenter et al., 2004), ship

(Warneke et al., 2004) and aircraft (Singh et al., 2006;

Fehsenfeld et al., 2006) in situ measurements combined with

space-based measurements, including the Infrared Atmo-

spheric Sounding Interferometer (IASI) onboard the MetOp-

A satellite (Razavi et al., 2011), the TES (Tropospheric Emis-

sion Spectrometer) nadir-viewing Fourier transform spec-

trometer (FTS), on board the Aura satellite (Beer et al.,

2008), and the solar occultations recorded by the Atmo-

spheric Chemistry Experiment-FTS (ACE-FTS, Bernath et

al., 2005; Dufour et al., 2006, 2007) have supplied numer-

ous observations of CH3OH, which have provided valuable

insights on the distribution and budget of methanol at the

global scale. In addition, previous studies have reported the

measurement of methanol from ground-based infrared so-

lar absorption observations performed at Kitt Peak (31.9◦ N,

111.6◦W, 2090 m a.s.l.; Rinsland et al., 2009) and at Saint-

Denis (Reunion Island, 21◦ S, 55◦ E, 50 m a.s.l.; Stavrakou et

al., 2011; Vigouroux et al., 2012). However, there still remain

large uncertainties in our knowledge of the methanol global

sources and sinks, as indicated by the large discrepancies ex-

isting between different measurement-based estimates of the

total sources (Galbally and Kirstine, 2002; Tie et al., 2003;

von Kuhlmann et al., 2003a, b; Jacob et al., 2005; Millet et

al., 2008; Stavrakou et al., 2011).

In this paper, we report the first long-term methanol

time series (17 years) derived from ground-based high-

resolution infrared spectra recorded with a Fourier trans-

form infrared (FTIR) spectrometer operated under clear sky

conditions at the high-altitude International Scientific Sta-

tion of the Jungfraujoch (ISSJ, Swiss Alps, 46.5◦ N, 8.0◦ E,

3580 m a.s.l.; Zander et al., 2008) providing a valuable tool

for model and satellite validation. Most of the available spec-

tra have been recorded within the framework of the Net-

work for Detection of Atmospheric Composition Change

monitoring activities (NDACC; see http://www.ndacc.org)

complementing the NDACC measurements at northern mid-

latitudes. A detailed analysis was conducted to optimise the

retrieval strategy of atmospheric methanol in order to min-

imise the fitting residuals while maximising the informa-

tion content. A thorough discussion of the retrieval strat-

egy, data characterisation (information content and error bud-

get), long-term trend and seasonal cycle of total and par-

tial columns of methanol above Jungfraujoch is presented

here. This paper is organised as follows. A detailed descrip-

tion of the optimised retrieval strategy is given in Sect. 2.

The characterisation of our data by their eigenvectors and

error budget is discussed in Sect. 3. Finally, in Sect. 4, we

present and discuss the results, focusing on the intra-annual

and intra-day variability of methanol at ISSJ along with com-

parisons with in situ measurements, satellite occultations and

model calculations.

2 Retrieval strategy

Regular FTIR observations have been carried out at the ISSJ

with a homemade spectrometer since 1984, complemented

in the early 1990s and then definitely replaced by a commer-

cial Bruker IFS120HR instrument (Zander et al., 2008). This

spectrometer is equipped with HgCdTe and InSb cooled de-

tectors, allowing us to cover the 650 to 4500 cm−1 region of

the electromagnetic spectrum. Since 1991, the FTIR instru-

ments are affiliated with the NDACC network.

The Bruker observational database consists of more than

6500 spectra recorded between 1995 and 2012 with an opti-

cal filter covering the 700 to 1400 cm−1 domain encompass-

ing the fundamental C-O stretching mode υ8 of methanol

at 1033 cm−1. Spectral resolution, defined as the reciprocal

of twice the maximum optical path difference, alternates be-

tween 0.004 and 0.006 cm−1. Signal-to-noise (S /N) ratios

vary between 250 and 1800 (average spectra resulting from

several successive individual Bruker scans, when solar zenith

angles vary slowly). The optimisation of the retrieval strategy

was based on a subset of 314 spectra covering the year 2010.

The CH3OH column retrievals and profile inversions have

been performed using the SFIT-2 v3.91 fitting algorithm.

This retrieval code has been specifically developed to derive

mixing ratio profiles of atmospheric species from ground-

based FTIR spectra (Rinsland et al., 1998). It is based on

the semi-empirical implementation of the Optimal Estima-

tion Method (OEM) developed by Rodgers (1990). Vertical

profiles are derived from simultaneous fits to one or more

spectral intervals in at least one solar spectrum with a multi-

layer, line-by-line calculation that assumes a Voigt line shape

(Drayson, 1976). The model atmosphere adopted above

the Jungfraujoch altitude consists of a 39 layers scheme

with progressively increasing thicknesses, from 3.58 km to

reach the 100 km top altitude. The pressure-temperature pro-

files are provided by the National Center for Environmen-

tal Prediction (NCEP, Washington DC, USA, http://www.

ncep.noaa.gov/) while the solar line compilation supplied by

F. Hase (KIT) (Hase et al., 2006) has been assumed for the

solar absorptions. Line parameters used in the spectral fit-

ting process were taken from the HITRAN 2008 spectro-

scopic compilation (Rothman et al., 2009). Methanol lines

were added to the HITRAN compilation for the first time in

2004 (Rothman et al., 2005). The parameters for the 10 µm

region are described in the paper by Xu et al. (2004) and

were derived from measurements with two high-spectral res-

olution FTS instruments.
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Two spectral windows both encompassing the υ8 C–O

stretch absorption band of methanol have been defined.

Synthetic spectra (6.1 mK or 0.0061 cm−1, zenith angle of

80◦) have been computed for the first and second order

absorbers in both selected windows and are illustrated in

Fig. 1. The first interval ranges from 992 to 1008.3 cm−1

and is based on windows used in previous investigations.

A 992–998.7 cm−1 window was employed for the retrieval

of CH3OH from Kitt Peak FTS spectra (Rinsland et al.,

2009) and a 984.9–998.7 cm−1 window was used for the

initial retrievals of methanol from ACE-FTS occultation

observations (Dufour et al., 2007). The latest ACE-FTS

CH3OH retrievals (version 3.5) use an extended window

from 984.9 to 1005.1 cm−1. Measuring in the limb, ACE-

FTS measurements start to saturate for wavenumbers above

1005.1 cm−1 for occultations with higher than average O3

levels. As ground-based observations do not have this prob-

lem, we included supplemental methanol features up to the

1008.3 cm−1 limit. The second interval, ranging from 1029

to 1037 cm−1 is used by Vigouroux et al. (2012).

Absorption by the main ozone isotopologue (16O-16O-16O

or O3) captures nearly 93 and 98 % of the IR radiation in the

“1008” and “1037” windows respectively and is close to sat-

uration in the latter one. Methanol features are much weaker,

with mean absorption of 1.7 and 1.8 % in the “1008” and

“1037” windows respectively. Additional absorptions are as-

sociated with O3 isotopologues, such as O3(668) or (16O-
16O-18O), O3(686) or (16O-18O-16O), O3(676) or (16O-17O-
16O) and O3(667) or (16O-16O-17O) as well as carbon diox-

ide (CO2) and water vapour (H2O). Since the CH3OH ab-

sorption lines are quite weak, only spectra with solar zenith

angles greater than 65◦ and up to 80◦ have been analysed.

During the retrievals, both windows were for the first time

fitted simultaneously.

The a priori mixing ratio profile for the CH3OH target is

a zonal mean (for the 41–51◦ N latitude band) of 903 occul-

tations recorded by the ACE-FTS instrument (version 3.5)

between 27 March 2004 and 3 August 2012, extending from

5.5 to 30 km tangent altitudes. The profile was extrapolated

to 1 ppbv to the surface (Singh et al., 2001; Heikes et al.,

2002), and to 0.05 ppbv (Singh et al., 2006; Dufour et al.,

2007) for upper layers. The covariance matrix is specified

for each layer as a percentage of the a priori profile and an ad

hoc correlation length, which is interpreted as a correlation

between layers decaying along a Gaussian. For methanol,

we adopted a 50 % km−1 diagonal covariance and a Gaus-

sian half width of 4 km for extra diagonal elements. A pri-

ori profiles for all interfering molecules are based on the

WACCM (version 5, the Whole Atmosphere Community Cli-

mate Model, e.g. Chang et al., 2008) model climatology for

the 1980–2020 period and the ISSJ station. The vertical pro-

files of CH3OH, O3 and O3(668) are fitted during the iterative

process while the a priori distributions of O3(686), O3(676),

O3(667), H2O and CO2 are scaled. Since the fitting quality is

significantly different in both windows, two different values

Figure 1. Simulation for Jungfraujoch, 80◦ zenith angle, 6.1 mK.

For both windows, we display the synthetic spectra for individual

contributors (see colour codes). HITRAN 2008 and averaged mix-

ing ratio profiles based on the WACCM model climatology have

been used for the simulations, except for CH3OH for which our

a priori was used (see text). For clarity, the contributions of each

species have been vertically shifted.

for the signal-to-noise ratio for inversion have been selected,

i.e. 180 and 40 for the “1008” and “1037” domains, respec-

tively.

When fitted independently, we observe a compact corre-

lation between the corresponding CH3OH total columns re-

trieved from both windows with a small bias of 15± 13 %

(2σ ). When comparing ozone total columns respectively re-

trieved from the strategy described in this work and from

the retrieval strategy applied within the NDACC network

(window limits: 1000–1005 cm−1, Vigouroux et al., 2008),

no significant bias emerges from the comparison between

the two ozone total column sets, with a mean relative dif-

ference of −0.8± 2.4 % (2σ ), demonstrating a proper fit of

the main interference involved in our methanol retrieval strat-

egy. Additional functions are also included in the fitting pro-

cess to account for deviations from a perfectly aligned FTS.

As an effective apodization function, we assumed a polyno-

mial function of order 2 (Barret et al., 2002). The effective

apodization parameter (EAP) gives the value of the effective

www.atmos-meas-tech.net/7/3861/2014/ Atmos. Meas. Tech., 7, 3861–3872, 2014
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apodization function at the maximum optical path difference

and is synonymous of a well-aligned instrument when it is

close to 1.0. The inversion of the EAP has been included

in our retrieval as well as in the NDACC’s retrieval strategy

of ozone. The EAP derived from both strategies proved to

be consistent, with a mean relative difference of 0.7± 2.6 %

(2σ ). Those three latter points give confidence in the com-

bination of the two selected windows and in our optimised

retrieval strategy.

3 Data characterisation and error budget

Information content has been carefully evaluated and typical

results are displayed on Fig. 2. The information content is

significantly improved, with a typical degree of freedom for

signal (DOFS) of 1.82, in comparison with DOFS of about

1 in previous studies (e.g. Rinsland et al., 2009; Vigouroux,

et al., 2012). In Fig. 2, the first eigenvector and eigenvalue

(see left panel, in orange) show that the corresponding in-

formation is mainly coming from the retrieval (99 %). The

increase of information content allows us to retrieve a tro-

pospheric column (Tropo, from 3.58 to 10.72 km) with only

1 % of a priori dependence as well as two partial columns

with less than 30 % of a priori dependence (second eigenvec-

tor), i.e. a low-tropospheric (LT, from 3.58 to 7.18 km) and

an upper troposphere–lower stratosphere (UTLS, from 7.18

to 14.84 km).

The error budget is calculated following the formalism of

Rodgers (2000), and can be divided into three different error

sources: the smoothing error expressing the uncertainty due

to finite vertical resolution of the remote sounding system,

the forward model parameters error, and the measurement

noise error. The right panel of Fig. 2 gives the corresponding

error budget, with identification of the main error compo-

nents, together with the assumed variability. Error contribu-

tions for total and all three partial columns are reported in

Table 1.

Through a perturbation method, we also accounted for

other error sources: systematic errors, such as the spectro-

scopic line parameters and the misalignment of the instru-

ment, while uncertainty on the temperature and on the solar

tracking is considered to be source of random error. Table 1

provides an error budget resulting from major instrumental

and analytical uncertainties. For the spectroscopic line pa-

rameters, we included in our error budget the uncertainty

on line intensities provided by the HITRAN database. As

methanol line intensities matter, a rough idea of the accu-

racy of the intensities can be obtained from Table 8 of the Xu

et al. (2004) study, as it reports an RMS deviation of 7 %. It

should be noted that the uncertainty on ozone and its isotopo-

logues lines, according to HITRAN-08 parameters, amounts

to between 5 and 10 % (Rothman et al., 2009). However, an

extremely high accuracy of ozone spectroscopic parameters

is required in order to retrieve methanol columns properly.

Figure 2. Typical results for information content and error budget.

Left frame: first eigenvectors and corresponding eigenvalues. Right

frame: error budget, with identification of the main error compo-

nents, together with the assumed variability (see colour codes and

Table 1 for additional information).

We noted that the SFIT-2 algorithm fails to perform a sat-

isfying retrieval when using spectroscopic parameters with

ozone lines intensity incremented by 10 %, suggesting that

the error on the concerned lines intensity is more likely to

be closer to 5 (or even lower) than to 10 %. Therefore, we

accounted for an error on ozone and its isotopologues line

intensities of 5 % in our error budget.

We accounted for an error of 10 % on the instrument

alignment at the maximum path difference. By comparing

the two official NDACC algorithms, Hase et al. (2004) and

Duchatelet et al. (2010) have established that the forward

model may induce a maximum error of 1 % on the retrieved

columns for a suite of FTIR target gases. The uncertainty

on the pressure–temperature profiles is provided by NCEP

with an error of 1.5 K from the ground to an altitude of about

20 km. Concerning the upper levels, the uncertainty increases

with altitude, from 2 K around 25 km until 9 K at the top. The

uncertainty on the solar zenith angle (SZA) is estimated at

0.2◦.

We also provide in Table 1 the mean relative standard de-

viation for each daily mean for days with three or more mea-

surements. It is found to be of the same order of magnitude as

the random error. The dominant contribution to the system-

atic error is the error on methanol spectroscopic lines, while

the measurement noise error is the main component of ran-

dom error. Both systematic and random errors are given in

Table 1, with 7 % and around 5 % respectively on the total

columns.

Atmos. Meas. Tech., 7, 3861–3872, 2014 www.atmos-meas-tech.net/7/3861/2014/
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Table 1. Error budget for total and all three partial columns. TC: total column, Tropo: tropospheric column, LT: lower tropospheric layer,

UTLS: upper troposphere/lower stratosphere.

Error sources Max. error (%)

TC Tropo LT UTLS

Variability 46 50 57 48

Systematic errors (%) Comments

TC Tropo LT UTLS

Line intensity of CH3OH 7.02 7.11 6.39 9.22 Xu et al. (2004)

Line intensity of interfering gases 1.00 1.73 3.96 0.91 Rothman et al. (2009) and ±5 % for all O3 isotopologues lines

ILS 0.41 0.33 1.19 2.39 ±10 % misalignment

Forward model 1 < 1 < 1 < 1 Retrieval algorithm-related

Total 7.17 7.39 7.68 9.62

Random errors (%)

TC Tropo LT UTLS

P -T profiles 1.2 2.3 11.3 8.6 From NCEP

SZA 0.2 0.4 3.1 1.4 0.2◦

Smoothing 0.4 4.4 16.1 15.2 Barret et al. (2002)

Measurement noise 5.2 19.4 35.9 37.5

Model parameters 0.7 0.6 0.5 1.2

Total 5.37 20.04 40.18 41.43

Relative standard deviation 6.60 8.34 22.59 21.11

4 Results and comparisons

Since the improvement in information content allows us to

compute partial columns with only a 30 % a priori depen-

dence and as the random error on the tropospheric column

is about four times the error on total columns (see Table 1),

we focus our trend analysis on total, LT and UTLS columns.

Therefore, an analysis of the seasonal variation of methanol

in the lower troposphere and the UTLS has been performed,

including comparisons with in situ measurements (Legreid

et al., 2008) and to ACE-FTS occultation observations, re-

spectively. Comparisons with simulations obtained from the

IMAGESv2 global chemistry-transport model (Stavrakou et

al., 2011) have also been conducted.

4.1 Data description

In situ measurements have been performed at the ISSJ sta-

tion from air samples collected on a two-stage adsorbent

system connected to a gas chromatograph–mass spectrom-

eter (GC-MS; Legreid et al., 2008). The system was in op-

eration during four measurement campaigns in 2005, which

were performed from 8 February until 8 March 2005 for the

winter measurements, spring measurements followed from

22 April until 30 May, in summertime measurements start

from 5 August until 19 September and autumn measurements

from 14 October until 1 November, with a frequency of about

one sample every 50 min. A total of 1848 measurements of

methanol on 122 days have been compared with our lower-

tropospheric column time series for the year 2005.

Monthly mean UTLS columns have been derived from

measurements taken by the ACE-FTS instrument and com-

pared to our UTLS product. We selected and converted into

partial columns the mixing ratios measured by ACE-FTS

during ∼ 140 occultations performed in the altitude range

of 7.5–14.5 km (version 3.5; Boone et al., 2013) in the 41.5

to 51.5 northern latitude zone between 30 March 2004 and

20 February 2013.

Two model simulations of daily methanol mixing ra-

tios in the 2004–2012 time period obtained from the IM-

AGESv2 global chemistry-transport model (fully described

in Stavrakou et al., 2011) are presented here. The IMAGESv2

model was run at a resolution of 2 in latitude and 2.5

in longitude and with a time step of 6 h. It has 40 verti-

cal (hybrid sigma-pressure) levels between the Earth’s sur-

face and the lower stratosphere 25 (44 hPa). Daily averaged

mixing ratios calculated by the model at the model pixel

comprising the ISSJ station were used to calculate the par-

tial and total columns above the station. The first simula-

tion “MEGAN”, is performed using MEGANv2.1 bottom-

up emissions, which are calculated using an emission model

fitted to net ecosystem flux measurements. The second one,

“IASI”, uses emissions constrained by IASI vertical column

data in an inverse modelling framework based on the adjoint

of IMAGESv2.
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Figure 3. Daily mean total (orange circles) column time series of

CH3OH above Jungfraujoch. Brown curves show the linear and sea-

sonal trend components computed with the bootstrap resampling

method (Gardiner et al., 2008).

4.2 Time series and long-term trend

In order to produce the first long-term time series of at-

mospheric methanol above Jungfraujoch, three criteria were

used to reject noisy measurements or weak absorption:

(i) when negative methanol mixing ratios are retrieved;

(ii) when RMS (root mean square, difference between cal-

culated and observed absorption) was out of the interval de-

fined by the 95 % level of confidence (2σ ); (iii) when the

number of iterations reached the fixed maximum. After im-

plementation of these criteria, the total number of valid mea-

surements is 4271 obtained on 1476 days of measurements

between 1995 and 2012. For the trend calculations, we used

the statistical tool developed by Gardiner et al. (2008) that

employs a bootstrap resampling method. The function fitted

to the time series is a combination of a linear component and

a 3rd order Fourier series, i.e.:

F(t,b)= c0+ c(t − t0)+ b1cos2π(t − t0) (1)

+ b2sin2π(t − t0)+ b3cos4π(t − t0)

+ b4sin4π(t − t0)+ b5cos6π(t − t0)

+ b6sin6π(t − t0),

where c0 is the abundance at the reference time t0 for

the linear component (seasonalised data), and c is the

annual trend. Figure 3 shows the whole times series of

daily mean methanol total columns above Jungfraujoch.

We evaluated the trend of methanol total columns over the

1995–2012 time period and found a yearly negative trend of

(−1.34± 2.71)× 1013 molecules cm−2 or −0.18± 0.36 %

(2σ ), i.e. a non-significant trend at this level of confidence,

which is consistent with the trend computed by Rinsland et

al. (2009). A non-significant trend has been computed also

for both partial column subsets. Hence the results indicate

Figure 4. Seasonal modulation of methanol total columns. Dots

with vertical lines represent the daily mean total columns over a 1-

year time base and their associated standard deviation. The brown

curve corresponds to a running mean fit to all data points, with a

15-day step and a 2-month wide integration time. The area corre-

sponds to the 1σ standard deviation associated to the running mean

curve. Up and down blue triangles are the monthly means of the

model IMAGESv2 simulations for MEGAN and IASI respectively.

Upper frame shows monthly fractional difference between FTIR re-

sults and IMAGESv2 simulations.

a long-term trend which is not statistically significant and a

strong seasonal variation.

4.3 Methanol seasonal modulation

As the results for the full time series do not indicate a sta-

tistically significant trend, we illustrate in Fig. 4 the daily

mean total columns over a 1-year time base. The strong

seasonal modulation of methanol is characterised by min-

imum values and variability in December to February and

maximum columns in June–July. The methanol maximum in

summer indicated by our results is consistent with the max-

imum observed for free tropospheric methanol above Kitt

Peak (Rinsland et al., 2009) and the analysis of IASI tro-

pospheric measurements over Europe (Razavi et al., 2011).

The mean peak-to-peak amplitude of a seasonal cycle com-

puted by Gardiner’s tool and expressed as a percentage of

the corresponding CH3OH yearly mean column amounts to

130.1± 1.6 % (1σ ), while the seasonal modulation above

Kitt Peak amounts to 64.6± 0.1 % showing a similar ampli-

tude with the IASI measurements (Razavi et al., 2011) for

subtropical regions.

The IMAGESv2 model estimates a seasonal modulation

of methanol in phase with the one we measured, but under-

estimates the peak-to-peak amplitude with 88.6± 1.3 % and
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70.4± 1.2 % for “IASI” and “MEGAN” respectively. The

MEGAN emission fluxes are dependent on temperature, vis-

ible ration fluxes, leaf area index and leaf age, and they show

a pronounced seasonal variation at mid-latitudes, with peak

values in early summer. The IASI-derived emissions peak

somewhat earlier than in the MEGAN inventory, a result

consistent with modelling studies using TES methanol data

(Wells et al., 2012; Cady-Pereira et al., 2012) as well as with

other studies based on in situ concentration measurements

(Jacob et al., 2005) or on flux measurements (Laffineur et

al., 2012), which showed substantially higher methanol emis-

sion rates by young leaves compared to mature or senescent

leaves.

No systematic bias is observed on the whole

time series, but a seasonal bias is characterised (see

Fig. 4): the maximum fractional difference [(IMAGES-

FTIR) / ((IMAGES+FTIR) / 2)] between monthly mean

results from FTIR measurements and both “IASI” and

“MEGAN” simulations is found to occur in July, with

−45± 27 % and −39± 28 %, respectively. The minimum

fractional difference amounts to 28± 20 % and 38± 19 %

respectively in January and shows an overestimation of

methanol during wintertime by the IMAGESv2 model.

The underestimation of methanol by the “IASI” simulation

during summertime is unexpected, since this simulation

reproduced very well the methanol total columns measured

by IASI over Western Europe (Fig. 5 in Stavrakou et

al., 2011). Noting that ISSJ does not sample the lower

troposphere below 3.58 km altitude, this discrepancy might

reflect an overestimation of the simulated vertical gradient of

methanol mixing ratios at continental mid-latitudes, which

is suggested by comparisons with aircraft campaigns in

spring and summer over the United States (Stavrakou et al.,

2011). It is not clear, however, why this issue does not also

lead to a similar model underestimation of the methanol

column above ISSJ in spring. The overestimated gradient in

IMAGES may be due to a well-known problem in chemical

transport models, i.e. the overestimation of the hydroxyl

radical concentration in the Northern Hemisphere (Krol

and Lelieveld, 2003). It could also be related to the large

uncertainties in the ocean/atmosphere flux of methanol,

given that even the sign of this flux is not well constrained

(Millet et al., 2008), and since IASI data were not considered

sufficiently reliable over the ocean in the optimisation of

emissions using IMAGES by Stavrakou et al. (2011).

4.4 Methanol diurnal variation

The variation of the methanol abundance throughout the

day has also been characterised on Fig. 5. To this end, we

extended the targeted range of solar zenith angle (SZA)

going from 30 to 85◦ and selected only those whose re-

trieval provided a DOFS of at least 1. Due to the large sea-

sonal variation, we divided our measurements into three sub-

sets corresponding to summer (June, July, August), winter

Figure 5. Methanol diurnal variation. Total columns versus the so-

lar zenith angle for winter, summer and the rest of the year. Blue

lines represent linear regressions and their corresponding standard

deviation (1σ ).

(December, January, February) and the rest of the year. Even

though we found no significant trend of methanol through

the day in summer, a significant increase during winter

and the rest of the year has been evaluated at 0.4± 0.3

and 1.1± 0.2 % degree−1 in the morning. For the after-

noon, the corresponding rates amount to −0.9± 0.2 and

−0.5± 0.1 % degree−1, showing significant decreases. A

rough approximation of those trends gives an increase of ap-

proximately 5.5× 1013 and 2.7× 1014 molecules cm−2 h−1
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in the morning and to a decrease of −1.6× 1014 and

−1.9× 1014 molecules cm−2 h−1 in the afternoon for winter

and the rest of the year, respectively.

The causes for the observed diurnal variation are not clear.

Major methanol sources such as biogenic production by liv-

ing plants and photochemical production are stronger dur-

ing daytime, due to the key role played by solar radiation

in photosynthesis and other biotic processes, as well as in

the generation of OH radicals through photolytic processes

(Logan et al., 1981). However, these sources are expected

to peak during the summer, when the diurnal variation of

the column is found to be negligible. Since the photochem-

ical sink of methanol (i.e. reaction with OH) is strongest

during the day, the observed diurnal variation (and absence

thereof during summer) could result from the variable bal-

ance between sources and sinks. However, OH fields, pro-

duced by the GEOS-CHEM model (Bey et al., 2001) have

been examined and no direct correlation with our methanol

total columns has been found. Moreover, since the IMAGES

model includes those processes but still fails to reproduce

the observed diurnal variation, it appears likely that other

factors play a significant role, e.g. orography-induced wind

patterns bringing boundary layer air to the free troposphere

above the station’s altitude. Besides model simulations, in

situ measurements have also been explored. However, the ex-

isting data sets being “campaign-type”, the statistics are too

weak to draw clear conclusions on this subject. More efforts

should be put in further research on processes governing the

methanol diurnal variation.

4.5 Methanol in the lower troposphere

In Fig. 6, our lower tropospheric columns show a seasonal

modulation with characteristics close to the seasonal vari-

ation of total columns with similar occurrence of maxi-

mum and minimum but a wider peak-to-peak amplitude of

168± 3 %. The upper panel of Fig. 6 also shows monthly

fractional differences between the FTIR results and both sim-

ulations from the IMAGESv2 model (Stavrakou et al., 2011)

as well as seasonal differences with in situ measurements

performed at the Jungfraujoch (Legreid et al., 2008).

Neither of the IMAGESv2 series stands out, since

they both underestimate the peak-to-peak amplitude with

78± 2 % and 101± 2 % for MEGAN and IASI, respectively.

For both series, methanol is overestimated in winter (DJF)

and shows a good agreement in spring (MAM) as well as

in October and November. During summertime, results dur-

ing July are significantly underestimated but the difference

for the remaining 3 months (June, August and September) is

close to non-significant.

The seasonal amplitude shows a good agreement on the

data dispersion (see error bars) except for the autumn sea-

son with more compact values. The high standard devia-

tion in summer appears to be due to only a few days with

high methanol mixing ratios. These days are characterised

Figure 6. Lower-tropospheric methanol (3.58–7.18 km). Dots with

vertical lines represent the daily mean lower-tropospheric columns

over a 1-year time base and their associated standard deviation. The

brown curve corresponds to a running mean fit to all data points,

with a 15-day step and a 2-month wide integration time. The area

corresponds to the 1σ standard deviation associated to the running

mean curve. Up and down blue triangles are monthly means of

the model IMAGESv2 simulations for MEGAN and IASI respec-

tively (Stavrakou et al., 2011). Yellow squares are seasonal means

of methanol in situ measurements (Legreid et al., 2008). The upper

panel shows monthly fractional difference between the FTIR results

and IMAGESv2 simulations and seasonal fraction difference with

in situ measurements.

by trajectories originating from the south, where biogenic

sources are more active. Indeed, it has been established by

Legreid et al. (2008), that there is a considerable contribu-

tion of methanol from the south since methanol is emitted

in large amounts from biogenic sources (Fall, 2003; Jacob,

2002; Jacob et al., 2005; Singh et al., 1994) more active in the

south of the Alps than in the north. Furthermore, air masses

from the south are transported over Northern Italy, which is

a highly industrialised area with considerable anthropogenic

emissions.

4.6 Methanol in the upper troposphere–lower

stratosphere (UTLS)

The comparison between the UTLS FTIR columns, both IM-

AGES data sets and monthly mean results from ACE-FTS

occultations illustrated in Fig. 7 shows an overall agree-

ment within the estimated uncertainties. As for total and

lower-tropospheric columns, methanol variability is under-

estimated by the IMAGESv2 model. On the other hand, the

seasonal cycle of methanol UTLS columns is satisfactorily

characterised by FTIR results and the IMAGES simulations

in terms of absolute value with a non-significant mean frac-

tional difference with FTIR of −6± 49 % and 1± 48 %,
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Figure 7. Upper troposphere–lower stratospheric methanol

(7.18–14.84 km). Dots with vertical lines representing daily mean

lower-tropospheric columns over a 1-year time base and their asso-

ciated standard deviation. The brown curve corresponds to a run-

ning mean fit to all data points, with a 15-day step and a 2-month

wide integration time. The area corresponds to the 1σ standard de-

viation associated to the running mean curve. Up and down blue

triangles are the monthly means of the model IMAGESv2 simula-

tions for MEGAN and IASI respectively (Stavrakou et al., 2011).

Green diamonds are the monthly means of methanol retrieved from

ACE-FTS occultations with the error bars representing the standard

deviation (2σ ). Upper frame show monthly fractional difference be-

tween FTIR results and IMAGESv2 simulations and ACE-FTS re-

sults.

respectively for MEGAN and IASI. The peak-to-peak am-

plitudes of the three series, i.e. 93± 2 % for FTIR, 82± 2 for

MEGAN and 92± 2 % for IASI are in very good agreement

as well as the timing of the maximum (June–July).

A close to statistical agreement is observed between

Jungfraujoch results and the UTLS columns derived

from ACE-FTS data with a mean fractional difference

of 33± 30 % despite substantially higher ACE methanol

columns in March and May. The differences for these 2

months may be attributed to the fact that the monthly mean

results from ACE-FTS encompass a 10◦ latitudinal band and

therefore occultations may be capturing local events such as

plumes from biomass burning out of range for the Jungfrau-

joch station.

Biases in the ACE methanol retrievals have recently been

addressed by Harrison et al. (2012). Adoption of a new set

of infrared absorption cross sections for methanol led to the

determination of ACE UTLS columns higher by up to 25 %

(calculations based two occultations; see Fig. 6 of Harrison

et al., 2012), depending on the temperature of the measure-

ment. Therefore, by applying those new cross sections to our

Jungfraujoch retrievals, we would likely identify a bias in

the same range, depending on the season and thus the ver-

tical temperature distribution. The effect on total (and par-

tial) columns will have to be evaluated on the basis of larger

statistics for each season and using the new cross sections of

Harrison et al. (2012).

5 Conclusions

A long-term time series of methanol has been determined

from the analysis of a 17-year time series of infrared so-

lar absorption spectra recorded with a commercial Fourier

transform spectrometer Bruker IFS120HR, operated at the

high-altitude International Scientific Station of the Jungfrau-

joch (ISSJ, Swiss Alps, 45◦ N, 8.0◦ E, 3580 m a.s.l.; Zander

et al., 2008) providing a valuable tool for model and satellite

validation and complementing the NDACC measurements at

northern mid-latitudes.

The results were analysed using the SFIT-2 v3.91 fitting

algorithm and thanks to the combination of spectral win-

dows used in previous studies for the retrieval of methanol

from FTS spectra (Dufour et al., 2007; Rinsland et al., 2009;

Vigouroux, et al., 2012), we have significantly improved the

information content. With a typical DOFS of 1.82, a total

column and two partial columns time series are available, i.e.

a lower-tropospheric (LT, 3.58–7.18 km) and an upper tro-

pospheric–lower stratospheric one (UTLS, 7.18–14.84 km).

Both random and systematic error sources have been identi-

fied and characterised using the spectra recorded in the year

2010, and are found to be respectively 5 and 7 % for the total

column.

The analysis of the time series does not reveal a significant

long-term trend but shows a high peak-to-peak amplitude of

the seasonal cycle of 129.4± 5.5 % (1σ ) for total columns.

Methanol total and partial columns are characterised by a

strong seasonal modulation with minimum values and vari-

ability in December to February and maximum columns in

June–July. First analysis of methanol diurnal variation shows

an increase of methanol in the morning and a decrease during

the afternoon for all seasons but summer.

Comparisons with methanol measurements obtained with

other techniques (in situ and satellite) give satisfactory re-

sults. The FTIR lower tropospheric data compared to in situ

measurements generally shows a good agreement regarding

the data dispersion. Concerning the UTLS partial columns,

there is a close to statistical agreement with ACE-FTS occul-

tations despite higher ACE columns of methanol in March

and May.

The IMAGESv2 simulations underestimate the peak-to-

peak amplitude for total and lower-tropospheric columns.

Despite the absence of a systematic bias between our results

and the IMAGESv2 simulations, comparisons show sea-

sonal differences with an overestimation of winter methanol
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and an underestimation during summertime, which might

be explained by an overestimation of the vertical gradient

of methanol mixing ratios by the model. Regarding UTLS

columns, the peak-to-peak amplitude and timing of the maxi-

mum (June–July) in both IMAGESv2 simulations are in very

good agreement with the FTIR results.

Even though the role of plant growth in methanol budget

is confirmed by its seasonality, large uncertainties remain in

the methanol budget. Thanks to the improvement of the in-

formation content of our retrieval and therefore our vertical

resolution, our partial column time series should contribute

to better constraints for model simulations and therefore may

lead to a better understanding of methanol budget.
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Abstract 

Abstract 

A long-term study of methane and two of its derivatives, i.e. ethane and methanol from ground-based 

FTIR solar observations recorded at the high alpine International Scientific Station of the Jungfraujoch 

(3580 m a.s.l.) is reported. Those three gases act as tropospheric ozone precursors through their removal 

pathway and therefore have an impact on air quality. In the stratosphere, methane influences the content 

of ozone and in the production of water vapor. Moreover, both methane and ethane impact the 

greenhouse radiative forcing. While the latter is an indirect greenhouse gas because of its sinks, the former 

is the second most important anthropogenic greenhouse gas after CO2. 

 

The primary challenge of this work is the development and optimization of retrieval strategies for the three 

studied gases from FTIR spectra recorded at the Jungfraujoch station, in the framework of the Network for 

Detection of Atmospheric Composition Change (NDACC), in order to assess their concentrations in the 

atmosphere and to study their long-term trend and recent changes as well as their seasonal variations. 

The development and optimization of a retrieval strategy, based on the selection of the best combination 

of parameters, aims to limit interferences, minimize residuals, and maximize information content. To this 

end, the best retrieval strategy has been selected from a great number of available combinations thanks 

to a method for error analysis developed through this work. 

 

A 17-year time series of methanol is presented thanks to the combination of spectral windows for the first 

time for ground-based observations resulting in the improvement of the information content. We 

therefore present the first long-term time series of methanol total, lower tropospheric and upper 

tropospheric–lower stratospheric partial columns. We found no significant long-term trend of methanol 

but its seasonal cycle shows a high peak-to-peak amplitude of   ̴103 % for total columns characterized by 

minimum values in winter and maximum values during summertime. The presented time series provides 

a valuable tool for model and satellite validation and complement the few NDACC measurements at 

northern mid-latitudes. 

 

Regarding ethane, we have for the first time included a combination of improved spectroscopic 

parameters as well as an improved a priori state that substantially reduce fitting residuals and enhance 

information content. Analysis of the long-term trend of ethane covering 20 years of observations revealed 

a strong positive trend of ethane from 2009 onwards of   ̴5 %/year. We hypothesize that this recent ethane 

upturn may be the result of a large increase in fugitive emissions from the massive exploitation of shale 

gas and tight oil reservoirs on the North American continent. 

 

Finally, we quantified the changes of methane since 2005 from 10 ground-based NDACC sites, with a mean 

global increase of 0.30 %/year. Investigations into the source(s) responsible for this re-increase are 

performed with a GEOS-Chem tagged simulation that provides the contribution of each emission source 

and one sink to the total methane simulated. From the analysis of the GEOS-Chem tracers on both the 

local and global scales, we determined that the increasing anthropogenic emissions such as coal mining, 

gas and oil transport and exploitation, have played a major role in the increase of atmospheric methane 

observed since 2005 while they are secondary contributors to the total methane budget. 



Abstract 

Résumé 

Une étude à long terme du méthane et de deux de ses dérivés, à savoir l'éthane et le méthanol utilisant 

des observations solaires enregistrées à la station scientifique internationale du Jungfraujoch (3580 m 

d'altitude) est présentée. Ces trois gaz, précurseurs d'ozone troposphérique, ont un impact sur la qualité 

de l'air. Dans la stratosphère, le méthane influence le contenu en  ozone et est source de vapeur d'eau. En 

outre, le méthane et l’éthane ont un impact sur le forçage radiatif global. En effet, alors que ce dernier est 

un gaz à effet de serre indirect en raison de ses puits, le méthane est le deuxième gaz à effet de serre 

anthropique le plus abondant après le CO2. 

 

Le principal objectif de ce travail est le développement et l'optimisation de la stratégie d’inversion des trois 

gaz étudiés à partir de spectres FTIR enregistrés  au Jungfraujoch, dans le cadre du réseau NDACC (Network 

for Detection of Atmospheric Composition Change); et ce, afin d'évaluer leurs concentrations 

atmosphériques et d'étudier leurs tendances à long et court terme ainsi que leur variation saisonnière. Il 

s’agit de limiter les interférences, minimiser les résidus, et maximiser le contenu en information sur base 

de la meilleure combinaison de paramètres disponibles. La sélection de la meilleure stratégie d’inversion 

s’effectue notamment grâce à la méthode d'analyse d'erreur développée ici. 

 

Une stratégie d’inversion du méthanol offrant une nette amélioration du contenu en information est 

obtenue grâce à la combinaison de deux fenêtres spectrales. Nous déduisons des séries temporelles 

longues de 17 ans de colonnes totales et partielles, pour la basse troposphère et haute troposphère-basse 

stratosphère. Alors que l’analyse des séries temporelles ne montre aucune tendance significative à long-

terme, le cycle saisonnier des colonnes totales de méthanol caractérisé par des valeurs minimales en hiver 

et maximales en été, montre une forte amplitude de   ̴103%. Les séries temporelles produites fournissent 

un outil précieux pour la validation de modèles et satellites et complètent les mesures NDACC aux latitudes 

moyennes de l’hémisphère nord. 

 

En ce qui concerne l'éthane, nous avons pour la première fois combiné de meilleurs paramètres 

spectroscopiques et amélioré l’état a priori, réduisant sensiblement les résidus et améliorant le contenu 

en information. L’analyse de tendances pour la période 1994-2014 a révélé une forte augmentation de 

l’éthane à partir de 2009 qui équivaut à   ̴5 %/an. Nous émettons l'hypothèse que cette récente reprise de 

l'éthane peut être le résultat d'une forte augmentation des émissions liées à l'exploitation massive de gaz 

de schiste et des réservoirs de pétrole sur le continent nord-américain. 

 

Enfin, nous avons quantifié l’augmentation moyenne globale du méthane depuis 2005 à 0.30 %/an à partir 

d’observations au sol de 10 stations NDACC. Une simulation taguée du modèle GEOS-Chem qui fournit la 

contribution de chaque source d'émission (et un puit) au méthane total simulé nous permet d’investiguer 

la(les) source(s) responsable(s) de cette ré-augmentation. A partir d’une analyse locale et globale des 

traceurs GEOS-Chem, nous avons déterminé que l'augmentation des émissions anthropiques telles que 

l’exploitation des mines de charbon, du gaz naturel et du pétrole ainsi que leur transport, ont joué un rôle 

déterminant dans l'augmentation du méthane atmosphérique après 2005 alors qu'ils ne sont que des 

contributeurs secondaires au budget total du méthane. 
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Introduction 

Doing research in geophysics, more specifically in atmospheric chemistry and composition, is the obvious 

choice when having a bachelor’s degree in chemistry and a master’s degree in climatology. While the 

background in chemistry I acquired provides a knowledge on the composition, structure and properties of 

matter, two years studying climatology taught me the phenomena of climatic conditions. This 

multidisciplinary formation enables me to study topics applied to environmental and societal questions. 

 

Since the composition of the Earth's atmosphere continuously evolves, notably due to the accumulation 

of an increasing number of gaseous constituents – very often chemically and radiatively active – emitted 

from the surface by human activities, the state of the Earth’s atmosphere has been in the midst of 

preoccupations since the 1980s. More specifically, in 1985, with the discovery of the ozone hole [Farman 

et al., 1985], and during the Vienna Convention for the Protection of the Ozone Layer where the United 

Nations raised awareness on the impact of anthropogenic activities on the atmospheric composition 

change and its consequences. The Vienna Convention outlined the responsibilities of the signatory states 

for protecting human health and environment against the effects of ozone depletion. In 1987, on the basis 

of the Vienna Convention, the Montreal protocol on substances that deplete the ozone layer was 

negotiated and signed. After two substantial amendments in 1990 and 1992, the Montreal Protocol was 

ratified by 197 states who were legally bound to phase out the production and consumption of compounds 

that deplete ozone in the stratosphere such as chlorofluorocarbons, halons, carbon tetrachloride, and 

methyl chloroform. Nowadays, the Montreal Protocol proved to be the "the single most successful 

international agreement to date" [K. Annan, Former Secretary General of the United Nations, 2003]. 

 

In 1992, consequently to the development of concerns about climate change, an international 

environmental treaty was negotiated and adopted at the Earth Summit, in Rio de Janeiro, the United 

Nations Framework Convention on Climate Change (UNFCCC). The governing body of the international 

convention is called a conference of the parties (COP) and takes place every year since 1995. In 1997, 

based on the principle that some anthropogenic emitted atmospheric gases, called greenhouse gases, 

interact with incoming and outgoing radiation and thus play a role in controlling the temperature of the 

Earth, the Kyoto Protocol was adopted outlining the reduction of their emissions to limit their 

concentrations in the atmosphere to "a level that would prevent dangerous anthropogenic interference 

with the climate system" [Article 2 of the United Nations Framework Convention on Climate Change, 1997]. 

The Kyoto Protocol is based on the principle that developed countries are historically responsible for the 

current levels of greenhouse gases in the atmosphere differentiating the common responsibilities of the 

191 ratifying countries. In 2010, at the COP 16, parties to the UNFCCC agreed on the need to take urgent 

action to reduce global greenhouse gas emissions to limit future global warming and therefore limit the 

global average temperature below 2°C relative to the pre-industrial temperature level [Report of the 

Conference of the Parties on its sixteenth session, United Nations, 2011]. 
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In order to help governments and policymakers develop informed decisions about ozone depletion and 

climate change, the Chemical Science Division (CSD) of the National Oceanic and Atmospheric 

Administration (NOAA, www.noaa.org), ensured to provide clear scientific information for decisions. Since 

its inception in 1987, the Scientific Assessment of Ozone Depletion sponsored by the World Meteorological 

Organization (WMO) and the United Nations Environment Programme (UNEP) contributed and still 

contributes to our understanding of the processes controlling the ozone distribution and changes in the 

framework of the Montreal Protocol [Latest Ozone Assessment Report; World Meteorological 

Organization, 2014a]. Regarding climate change, the leading body for its assessment is the 

Intergovernmental Panel on Climate Change (IPCC, www.ipcc.ch). Established in 1988 by the UNEP and the 

WMO, it provides a clear scientific view on the current state of knowledge in climate change and its 

potential environmental and socio-economic impacts. The role of the IPCC is to review and assess the most 

recent scientific information produced worldwide [Latest assessment report; Intergovernmental Panel on 

Climate Change (IPCC), 2014]. 

 

As atmospheric components interacting with incoming and outgoing radiation affect the Earth’s energy 

budget thanks to their physical properties (described in Chapter 1), it is possible to determine their 

concentrations in the atmosphere from infrared solar observations through a process called inversion. In 

such context, the "Groupe InfraRouge de Physique  Atmosphérique et  Solaire" (GIRPAS, Institute of 

Astrophysics and Geophysics, University of Liège) observes solar radiation in the infrared since the 

mid-fifties at the International Scientific Station of the Jungfraujoch (ISSJ, Swiss Alps, 46.5°N, 8.0°E, 3580 

m a.s.l.), in the framework of the Network for Detection of Atmospheric Change (NDACC, www.ndacc.org). 

Systematic monitoring of the chemical composition of the Earth's atmosphere started in 1984 by using 

two state-of-the‐art Fourier Transform InfraRed (FTIR) instruments, while grating spectrometers were 

used previously in the early 1950s, and from the mid-1970s onwards. 

 

Through this work, we focused our interest into three atmospheric compounds, i.e. methane, ethane and 

methanol (see Chapter 2). The three of them have an impact on air quality since their removal pathway 

affects the production of ozone in the atmosphere whereas methane and ethane act as direct and indirect 

greenhouse gases, respectively. 

 

The primary challenge of this work is to develop and optimize strategies for inversion of methane, ethane 

and methanol concentrations from FTIR spectra recorded at the Jungfraujoch station. The development of 

those strategies, described in Chapter 3, consists in: systematic search for and evaluation of absorption 

lines of the target species and determination of the best combination of spectral windows, spectroscopic 

linelist (for the target and interfering species), a priori vertical distribution profile, among others in order 

to limit uncertainties and maximize the altitude sensitivity range. The choice of the best retrieval strategy 

is further determined by analysis of uncertainties associated to the inversion by a method developed in 

the framework of this thesis. 

 

 

 

http://www.ipcc.ch/
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In the second part of this work, dedicated to the results obtained, we address the long-term time series of 

methanol above Jungfraujoch (see Chapter 4) whose inversion is very challenging due to high ozone 

interferences. In addition to long-term trend, analysis of the seasonal cycle of methanol in the atmosphere 

above Jungfraujoch is presented along with analysis of the diurnal variation. Those analysis are supported 

and compared with in situ surface measurements, satellite observations and Chemical Transport Model 

simulations. 

 

Regarding ethane, improved spectroscopic parameters are combined to optimize the retrieval strategy of 

ethane from ground-based FTIR solar observations recorded at the Jungfraujoch station. A time series of 

ethane above Jungfraujoch going from 1994 onwards along with analysis of long-term trend are presented 

in Chapter 5 in addition to comparisons between ethane seasonal cycle as observed at Jungfraujoch and 

as simulated by the Chemical Transport Model GEOS-Chem. 

 

As of methane, the source(s) responsible for its recent global increase since the mid-2000s remain 

unidentified [Kirschke et al., 2013]. Therefore, we investigate on its concentration changes since 2005 

using FTIR solar observations performed at 10 ground-based sites, all members of the NDACC. As support, 

we used the GEOS-Chem model tagged simulation that allows us to quantify the contribution of each 

emission source (or one sink) to the global methane change based on emissions inventories and transport. 

Analysis of methane changes since 2005 as simulated by GEOS-Chem is given along with analysis of the 

contribution of each tracer to this recently observed increase. 

 

The long-term study of methanol is subject to an article published in Atmospheric Measurement and 

Techniques [Bader et al., 2014] while the recent ethane upturn has been reported in the Journal of 

Quantitative Spectroscopy and Radiative Transfer [Franco et al., 2015]. As of our research on methane 

changes since 2005, a manuscript is in preparation for submission in Atmospheric Chemistry and Physics 

in the framework of the special issue “Twenty-five years of operations of the Network for the Detection of 

Atmospheric Composition Change (NDACC) (AMT/ACP/ESSD Inter-Journal SI)”. The complete investigations 

and results mentioned above are presented in the following chapters. 
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Chapter 1 − The greenhouse gases in the Earth's atmosphere 

In this chapter, the physical properties that characterize the incoming and outgoing radiation are 

presented. The interactions between atmospheric constituents and the latter are explained as well as the 

impact they have on the Earth's energy budget. We further describe those atmospheric constituents in 

terms of concentration, concentration change since pre-industrial times and radiative impact on the 

Earth's energy budget. 

 

 

1.1. Radiation 

1.1.1. Electromagnetic spectrum 

Electromagnetic radiation may be viewed as an ensemble of waves propagating at the speed of light 

(c = 2.998 x 108 m.s-1 through vacuum). As for any wave with a known speed of propagation, frequency, 

wavelength, and wavenumber are interdependent. Wavenumber is the reciprocal of wavelength λ: 

 

 𝜈 = 1 𝜆⁄  (1.1) 

 

and the frequency, ν, can be expressed as: 

 𝜈 = 𝑐 × 𝜈 = 𝑐 𝜆⁄  (1.2) 

 

Radiative transfer in planetary atmospheres involves an ensemble of waves with a continuum of 

wavelengths and frequencies, called the electromagnetic spectrum. It is partitioned into two categories 

named shortwave (λ < 4 µm) and longwave (λ > 4 µm) referring to the wavelength band encompassing 

most of the radiation respectively coming from the sun and emitted from the Earth (see next section). The 

spectrum is typically subdivided into regions as illustrated in Figure 1.1. The high frequency x-ray region, 

which extends from wavelengths of 10-5 µm to 0.01 µm, is an ionizing radiation used in many applications 

including medical imaging and crystallography. The ultraviolet region extending from 0.01 µm to 0.04 µm 

will play a role in the production of ozone (see section 1.4.3). The visible region, ranging between 0.39 and 

0.76 µm, is defined by the range of wavelength that the human eye is sensitive to. The near infrared region 

which extends from the boundary of the visible up to ~4 µm, is dominated by solar radiation and thus 

included in the shortwave radiation while the remainder of the infrared region is dominated by terrestrial 

radiation. Finally, while microwave radiation, with wavelengths ranging from 1 mm to 1m, does not 

contribute to the Earth’s energy balance, it is widely used in remote sensing due to its ability to penetrate 

through clouds [Wallace and Hobbs, 2006]. 
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Figure 1.1.  The Electromagnetic spectrum [Wallace and Hobbs, 2006]. 

 

1.1.2. Solar and terrestrial emission spectra 

A blackbody is defined as a surface that completely absorbs all incident radiation. The intensity of radiation 

emitted by a blackbody, i.e. its emission spectrum is given by the Planck’s function: 

 

 𝐼(𝜆, 𝑇) =
2ℎ𝑐2

𝜆5

1

𝑒

ℎ𝑐
𝜆𝑘𝐵𝑇−1

 (𝑊. 𝑠𝑟−1. 𝑚−3) (1.3) 

 

where h is the Planck’s constant (6.626 x 10-34 J.s), c is the speed of light in vacuum, kB is the Boltzmann 

constant, λ is the wavelength of the electromagnetic radiation, and T is the absolute temperature of the 

blackbody. The Boltzmann constant equals 1.381 x 10-23 J.K-1 and is defined as the ratio between the gas 

constant (R = 8.314 J.K-1.mol-1) and the number of Avogadro (NA = 6.022 x 1023 mol-1). The plot of the 

emission spectra of black bodies as a function of wavelength in Figure 1.2 exhibits a sharp wavelength 

cut-off, a steep rise to a maximum at wavelength λm, and a slow drop off toward longer wavelengths. 

 

From this, the Wien’s displacement law can be translated by the fact that there is a shift of the wavelength 

at which the blackbody emission spectrum is maximum, i.e. λm, in function of the temperature: 

 

 𝜆𝑚(µ𝑚) =
2.898×102(µ𝑚.𝐾)

𝑇 (𝐾)
  (1.4) 

 



Chapter 1 – The greenhouse gases in the Earth’s atmosphere 

6 
 

 

Figure 1.2. Emission spectra of blackbodies with absolute temperature as indicated. 
Based on [Wallace and Hobbs, 2006]. 

 

The equation (1.4) is obtained by differentiating I(λ,T) with respect to λ and setting the derivative to zero. 

In fact, the respective emission spectra of the sun with an absolute temperature of 5780 K and of the Earth 

whose absolute temperature amounts at 255 K implies that solar radiation is concentrated in the visible 

region and near infrared (shortwave, λ < 4 µm) while radiation emitted from the Earth is confined to the 

infrared (longwave, λ > 4 µm), as shown in Figure 1.3. 

 

 

 

Figure 1.3. Solar and terrestrial emission spectra. [Jacob, 1999]. 

 

Since solar and terrestrial radiation occupy different ranges of the electromagnetic spectrum, the Earth’s 

atmosphere is relatively transparent to incoming solar radiation and opaque to outgoing infrared radiation 

emitted by the Earth’s surface. 
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1.2. Interaction mater radiation 

1.2.1. Absorption lines 

The internal energy (E) of a molecule can be divided into kinetic (Ek) due to thermal agitation, 

electronic (Ee), rotational (Er) and vibrational (Ev) energies: 

 

 𝐸 = 𝐸𝑘 + 𝐸𝑒 + 𝐸𝑟 + 𝐸𝑣 (1.5) 

 

The last three kind of energy are quantized, meaning that the energy stored by the molecule can only 

correspond to specific levels that depend on the molecule characteristics (energy levels illustrated in 

Figure 1.4). A molecule may undergo a transition of its internal energy level to a higher level by absorbing 

electromagnetic radiation or to a lower level by emitting radiation with discrete changes in energy level 

ΔE. In theory, an absorption corresponding to the transition from a lower level of energy E" to a higher 

level E', as a result of incident radiation, equals: 

 

 𝛥𝐸 = 𝐸′′ − 𝐸′ =  ℎ𝜈0 (1.6) 

where 0 is the frequency of the absorption line center and h is the Planck’s constant. As illustrated in 

Figure 1.4, electronic transitions, i.e. transitions to a higher electronic state, generally require UV radiation 

while rotational transitions require far-infrared or microwave radiation (> 20 µm). Finally, vibrational 

transitions require infrared radiation (0.7-20 µm), corresponding to the wavelength range of peak 

terrestrial radiation (see Figure 1.3). 

 

 

Figure 1.4. Molecule energy levels. 
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The probability for a particular spectroscopic transition to take place is expressed through quantum 

selection rules that are used to determine whether a transition is allowed or not. For vibrational 

transitions, the selection rule for a transition between two vibrational levels v is: 

 𝛥𝑣 =  ± 1, ± 2, ± 3, … (1.7) 

 

The transition from v = 0 to v = 1 is called the fundamental vibration, while transitions with larger Δv are 

called overtones. Moreover, while |Δv| > 1 are allowed, the intensity of the peaks become weaker as |Δv| 

increases. 

 

Regarding the rotational selection rule, it requires that transitions between rotational levels, associated to 

the quantum number J, with: 

 𝛥𝐽 =  ±1 (1.8) 

are allowed. Transitions with ΔJ = 1 are defined as R branch transitions, while those with ΔJ = -1 are defined 

as P branch transitions. Transitions corresponding to ΔJ = 0, defined as Q branch transitions are allowed 

only when there is an additional electronic or vibrational transition involved. A transition of energy levels 

combining both a rotational and vibrational transition are called ro-vibrational transition. The ro-

vibrational transitions allowed and associated with the fundamental vibration are illustrated in Figure 1.5. 

 

 

Figure 1.5. Schematic diagram of P, Q, and R branch transitions. [UC Davis ChemWiki, 2015] 
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1.2.2. Vibrational modes 

In infrared spectroscopy, an additional selection rule from quantum mechanics is that vibrational 

transitions are allowed only if there is a change in the dipole moment. A molecule presents a dipole 

moment when it holds a non-uniform distribution of positive and negative charges on the various atoms 

it is made of. The combinations of the atomic displacements that give the simplest description of molecular 

vibrations are called the normal modes of vibration (NMV). The NMVs depend on the symmetry of the 

molecule and on the number of atoms it bears. To each NMV is associated a frequency of vibration. The 

vibrational state of a molecule with N atoms is defined by a combination of (3N-6) normal modes of 

vibrations (except for linear molecules that have 3N-5 NMVs). From this, the frequency of overtones is a 

linear combination of the frequencies associated with the NMVs. 

 

For example, a molecule of carbon dioxide (CO2) has four normal modes of vibration as illustrated in 

Figure 1.6 and bears an increment of positive charge on the atom of carbon and an increment of negative 

charge on each oxygen atom. CO2 is not infrared active when it stretches symmetrically (ν1 mode), since it 

has no dipole moment in this mode due to a perfectly symmetric distribution of charges. Oppositely, the 

bending (ν2) or the asymmetric stretching (ν3) of CO2 changes the dipole moment of the molecule. 

Therefore, the ν2 and ν3 modes are infrared active. In addition, CO2 has another bending mode in a 

different plane that has the same energy. Two NMVs with the same frequency, i.e. energy, are called 

degenerated levels. 

 

 

Figure 1.6. Normal modes of vibration of CO2. Wavenumber values associated to each NMV is given on the right 
hand side [NASA Astrobiology Institute’s Virtual Planetary Laboratory, 2015]. 

 

In brief, thanks to the molecules physical properties, we may identify key signatures of atmospheric 

components. Indeed, from a spectrum of transmitted light, spectroscopists may distinguish frequencies 

for which there is absorption of infrared radiation, assign them to a molecule and determine the 

corresponding quantum numbers of the transition. 
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1.2.3. Broadening of absorption lines 

In practice, the absorption of radiation is not purely monochromatic. Indeed, the absorption lines of 

molecules are widened due to the uncertainty on the frequency of the absorption. This natural broadening 

allows for an interval (ν0-Δν, ν0+Δν) within which the absorption is significant. However, this broadening is 

considered to be negligible compared to the broadening due to the motions and collisions of the gas 

molecules. The integrated intensity of the line, S(T) is written: 

 

 𝑆(𝑇) = ∫ 𝜀 𝑑𝜈
𝜈0+𝛥𝜈

𝜈0−𝛥𝜈
 (1.9) 

where ε is the absorption coefficient defined as 

 𝜀 = 𝑆(𝑇). 𝑓(𝜈 − 𝜈0, 𝑇, 𝑝) (1.10) 

 

The function f is the line profile; it reflects the distribution of the absorption around the frequency ν0. It 

depends on the temperature and the pressure and is normalized: 

 

 ∫ 𝑓 𝑑𝜈
𝜈0+𝛥𝜈

𝜈0−𝛥𝜈
= 1 (1.11) 

 

The relative motion of the absorbing molecule with respect to the absorbed photon results in what is 

called the Doppler effect, causing the broadening of the absorption line. The Doppler line shape is a 

Gaussian distribution expressed by the following equation: 

 

 𝑓𝐷(𝜈 − 𝜈0) =
1

𝛼𝐷√𝜋
 𝑒𝑥𝑝 [− (

𝜈−𝜈0

𝛼𝐷
)

2
] (1.12) 

where ν0 is the position of the center of the line. The half-width, i.e. the distance between the center of 

the line and the points at which the amplitude is equal to half the peak amplitude equals: 

 

 𝛼𝐷√𝑙𝑛 2 (1.13) 

where 

 𝛼𝐷 =
𝜈0

𝑐
(

2𝑘𝑇

𝑚
)

1 2⁄

 (1.14) 

and where m is the mass of the molecule, c the speed of light, k is the Boltzmann constant, and T is the 

temperature. 

 

Inelastic collisions between two molecules also contributes to the broadening of the line shape. It is called 

the pressure broadening. Its corresponding line shape is a Lorentzian profile characterized by the following 

function: 

 𝑓𝐿(𝜈 − 𝜈0) =
𝛼𝐿

𝜋[(𝜈−𝜈0)2 + 𝛼𝐿
2]

 (1.15) 
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In this expression, the half-width is proportional to the frequency of molecular collisions. Thus, it varies 

depending on the pressure and the temperature: 

 

 𝛼𝐿 ∝
𝑝

𝑇𝑁 (1.16) 

where T and p are the temperature and pressure of the environment surrounding the molecule, N is a 

coefficient reflecting the temperature dependence of αL and ranges between 0.3 and 1 depending on the 

molecule. 

 

If physical conditions are such that both the Doppler effect and the pressure broadening contribute 

simultaneously and independently to the broadening of the spectral lines, their theoretical profiles are 

then the result of the convolution of the Lorentz profile and the Doppler one which is called the Voigt line 

shape: 

 𝑓𝑉 = 𝑓𝐿 ∗ 𝑓𝐷 (1.17) 

 

Those three profiles are illustrated in the Figure 1.7. 

 

 

Figure 1.7. Lorentz (solid line), Doppler (dashed line) and Voigt profiles (dotted line) with αD = αL = 1 cm-1. [Huang 
and Yung, 2004] 
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1.2.3. Infrared spectroscopy 

In the case of pure absorption spectra, the Beer-Lambert law may be applied. It expresses that for each 

frequency, the attenuation of the luminance, i.e. the absorbance, is proportional to this luminance and to 

the number of molecules, located on the path of the light: 

 

 𝑑𝐿(𝜈) = −𝜀(𝜈, 𝑝, 𝑇). 𝐿(𝜈). 𝐶. 𝑑𝑙  (1.18) 

where C is the number of molecules absorbing the radiation per volume unit, dl is the length of the path 

of the radiation and  is the absorption coefficient which depends on the frequency , the temperature T 

and the pressure p. Considering an initial radiation, L0, the transmittance will be defined as: 

 

 𝑇 =
𝐿

𝐿0
 (1.19) 

 

Therefore, knowing L0, from the measurement of the transmittance, we can quantify the amount of 

molecules responsible for the absorbance. 

 

Hence, we can determine the atmospheric composition and quantify it with infrared spectroscopy thanks 

to physical properties such as: 

-  vibrational transitions of a molecule emitting infrared radiation; 

-  vibrational transitions of a molecule occurring at a specific energy, frequency and wavenumber; 

-  the amount of energy absorbed being directly proportional to the number of molecules absorbing. 
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1.3. The greenhouse effect 

As detailed in Stocker et al. [2013], solar radiation powers the climate system. Indeed, the main source of 

heat is solar energy. While some solar radiation is reflected by the Earth and the atmosphere, about half 

the solar radiation is absorbed by the Earth’s surface and warms it. On the other side, some of the infrared 

radiation emitted from the Earth’s surface and that passes through the atmosphere is trapped by clouds 

and some atmospheric components called greenhouse gases. Indeed, the efficiency of absorption of 

radiation by the atmosphere is illustrated in Figure 1.8 in parallel with the solar and terrestrial emission 

spectra of Figure 1.3. On Figure 1.8, major absorbers are illustrated and they will be described in the next 

section. The region where the absorption is minimum is called the atmospheric window and it covers the 

8-14 µm wavelength range. 

 

 

 

Figure 1.8. Efficiency of absorption of radiation by the atmosphere as a function of wavelength. Major absorbers are 
identified. [Jacob, 1999] 

 

 

The greenhouse effect (Figure 1.9) is therefore the re-emission of infrared radiation in all directions by the 

atmosphere leading to the warming of the surface. It has been established by Stocker et al. [2013] that 

without the natural greenhouse effect, the average temperature at Earth’s surface would be 

around -18 °C. However, human activities have greatly intensified this natural greenhouse effect [Stocker 

et al., 2013]. 
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Figure 1.9. The greenhouse effect. [http://etat.environnement.wallonie.be/] 

 

To measure the influence of atmospheric components on the balance of incoming and outgoing energy in 

the Earth-atmosphere system, the radiative forcing (RF) is defined and expressed in watts per square 

meter (W.m-2). It is an index of the importance of the considered atmospheric component to the climate 

change mechanism since a positive RF leads to surface warming, negative RF leads to surface cooling. In 

the latest report of the International Panel for Climate Change [IPCC, Stocker et al., 2013], the radiative 

forcing is calculated at the tropopause or at the top of the atmosphere. 

 

In order to compare the relative impact of the greenhouse gases on the climate change, the IPCC defines 

a Global Warming Potential index (GWP) which is based on the time-integrated global mean radiative 

forcing of a 1 kg pulse emission of an atmospheric gas relative to the emission of the same amount of the 

reference gas: CO2 [Shine et al., 1990]. The time period on which the global mean radiative forcing is 

integrated is commonly fixed at a hundred years (“100-year horizon”). This notion is therefore not 

absolute. In brief, the GWP expresses the amount of heat "trapped" over a hundred years by a certain 

mass of the considered gas in comparison to a similar mass of carbon dioxide. 

 

1.4. The Earth’s atmosphere 

1.4.1. The atmosphere’s temperature profile 

The atmosphere is defined by layers delimited by a reversal of the temperature gradient (i.e. the variation 

of temperature with altitude). The layers are named, from space to the surface: the exosphere, the 

thermosphere, the mesosphere, the stratosphere and the troposphere (see Figure 1.10). The exosphere, 

starting around 500 km, is the layer where collisions are sparse enough for particles to follow quasi-ballistic 

trajectories so that lighter ones such as atomic and molecular Hydrogen or Helium atoms can escape the 

gravity field (if their speed is higher than the escape velocity, 11km/s) during the long intervals between 

molecular collisions. 
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Starting at around 140 km, the thermosphere, with a positive temperature gradient due to absorption of 

highly energetic solar radiation, is where the heat is propagated by conduction. Below the altitude of 

around 100 km, at the turbopause, the turbulent mixing dominates. This region is known as the 

homosphere and extends down to the surface. The homosphere is the region of the atmosphere where 

the chemical composition is uniform for inert chemical species. For example, the ratio O2:N2 remains 

constant at 21:78 whereas highly reactive chemicals tend to exhibit great concentration variability 

throughout the homosphere. By opposition, the region above the turbopause is the heterosphere, where 

molecular diffusion dominates and the chemical composition of the atmosphere varies according to 

chemical species. 

 

 

Figure 1.10. Atmospheric temperature profile regions. 

 

Below the thermosphere lies the mesosphere where vertical heat exchanges take place between a 

minimum of temperature of -73 °C at the mesopause (85 km) where infrared radiation is emitted through 

space by components such as carbon dioxide (CO2) or nitrogen monoxide (NO) and a maximum of 0 °C at 

the stratopause (50 km) where ozone (O3) absorbs solar radiation with a wavelength of less than 300 nm. 

This results in a negative temperature gradient. 
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The stratosphere, a stratified and vertically stable domain due to a positive temperature gradient extends 

below the stratopause. This stratification inhibits vertical movement and therefore favors rapid horizontal 

movements. Within the layer, heat is mostly propagated by radiation. The stratosphere is extremely dry 

and contains around 90 % of the atmospheric ozone which constitutes the ozone layer. The stratosphere 

has the potential to significantly affect the conditions at the surface. In fact, since the ozone layer absorbs 

around 98 % of the ultraviolet radiation, changes in stratospheric ozone imply changes in surface 

ultraviolet irradiance and therefore changes in the supply of tropospheric ozone (see section 1.4.3). 

 

The stratosphere ends at the tropopause, a transition zone, defined by the modification of temperature 

gradient causing it to be stable. The tropopause acts as dynamic barrier thus limiting the income of 

constituents from the troposphere to the stratosphere. The altitude of the tropopause varies with season 

and latitude (See Figure 1.11) and ranges between ~8 km at the Poles and ~18 km at the Equator. 

 

 

Figure 1.11. Monthly mean tropopause height from NCEP reanalysis [NOAA/ESRL, 2015]. 

 

Finally, the lowest layer of the atmosphere is named troposphere and contains more than 80 % of the 

atmospheric mass. The troposphere is the layer where occur the most significant weather events as well 

as horizontal and vertical atmospheric motions. The temperature decreases with increasing altitude at a 

rate typically between 5 °C (saturated adiabatic lapse rate) and 10 °C (dry adiabatic lapse rate) per 

kilometer to reach around -55 °C at the tropopause. Since convection ensures vertical energy and matter 

exchanges at time scales of a few weeks, the troposphere is dynamically unstable. It is divided into two 

layers: the atmospheric boundary layer with an average thickness of 1 km that is directly influenced by the 

surface (i.e. changes in temperature and humidity) and the free troposphere that lies above the latter. 
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1.4.2. Global atmospheric circulation 

Global circulation in the atmosphere plays a major role in the vertical and latitudinal distribution of trace 

gases. Indeed, the distribution of atmospheric components with relatively long atmospheric lifetime is not 

only governed by chemical processes but also by transport through the atmosphere. In the global 

circulation, we distinguish the zonal circulation (along a latitude circle) and the meridional circulation 

(along a meridian). 

 

The zonal circulation is illustrated in Figure 1.12 and can be divided into five zones. The direction of zonal 

winds is governed by the Coriolis effect. Indeed, due to the Earth’s rotation, the Coriolis forces induce the 

deviation of a horizontally moving object on Earth. Therefore, the Coriolis forces deviate air masses of the 

Northern Hemisphere towards the East, while air masses of the Southern Hemisphere are deviated 

towards the West. The first zone is the intertropical zone (between the latitudes 30°N and 30°S) that is 

dominated by North-East trade winds in the Northern hemisphere and by South-Eastern trade winds in 

the Southern Hemisphere. Trade winds converge on the InterTropical Convergence Zone (ITCZ). The ITCZ 

is a highly convective band of about hundreds kilometers characterized by heavy rainfalls. The temperate 

zones characterized by western winds called westerlies extend from 30° to 60° of latitude in both 

hemispheres. Finally, the polar zones beyond 60° of latitude, are characterized by easterlies, i.e. eastern 

winds. 

 

Figure 1.12. Atmospheric zonal transport [Baker et al., 1986]. 

 

The meridional circulation is illustrated in Figure 1.13. In the troposphere, the meridional circulation is 

associated with convection and can be resumed into three types of convective cells. The Hadley cells are 
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characterized by convection at the ITCZ and extend to around 30° at subtropical latitudes with subsidence 

of airmasses. The polar cells starting from 60° where warm and moist air masses rise due to convection 

and move through the pole. When the airmasses reach the polar area, it has cooled considerably and 

descends to a cold, dry high-pressure area, the polar high. At the polar highs, cold low-pressure areas 

strengthened in the winter spanning less than 1 000 kilometers in diameter are formed. Polar stratospheric 

clouds that support heterogeneous chemical reactions may form inside polar vortices at very low 

temperatures [- 78 °C; World Meteorological Organization, 2014b]. Within each polar vortex, due to the 

Coriolis effect, the air circulates respectively in the counter-clockwise and clockwise direction in the 

Northern and Southern Hemisphere. Finally, due to the subsidence at the subtropical high associated with 

the Hadley cell and the convection at the subpolar low associated with the polar cell, a circulation cell 

between 30° and 60° of latitude is formed, the Ferrel cell. 

 

In the stratosphere, the meridional circulation is governed by the Brewer-Dobson circulation. This basic 

physical model had been proposed by Dobson and Brewer to explain observations of high concentration 

of ozone in the Arctic in spring and low concentrations in the Tropics [Dobson et al., 1929; Dobson, 1956] 

and the stratospheric distribution of water vapor [H2O; Brewer, 1949]. While numerous models described 

the Brewer-Dobson circulation, it can be resumed into two circulation cells. First, the single-cell time-

averaged model referred as the Brewer-Dobson circulation in Butchart [2014] describes how air circulates 

by a slow mean motion into the stratosphere at the equator, moves poleward in the stratosphere and 

sinks into the troposphere in temperate and polar regions [Brewer, 1949]. In addition, Plumb [2002] 

described how air circulates at higher altitude in the stratosphere from the tropics to the winter 

hemisphere. 

 

Figure 1.13. Atmospheric meridional transport. Figure from [Mégie, 1989] edited on the basis of [Plumb, 2002]. 

 

In contrast to the stratospheric Brewer-Dobson circulation, the mesospheric mass transport is only from 

the summer to winter pole. At higher levels there is ascent over the summer pole and descent over the 

winter pole with a well-defined flow towards the winter pole above 50 km [Murgatroyd and Singleton, 
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1961; Dunkerton, 1978]. This mechanism is strong enough to pump significant descent of mesospheric air 

deep into the stratosphere, as shown in Figure 1.13. 

 

Finally, stratospheric-tropospheric exchange (STE) will have an important role on the vertical distribution 

of some atmospheric components. The upward exchange happen slower due to the stratification of the 

stratosphere. Indeed, it takes 5 to 10 years for exchanges from the troposphere to the stratosphere while 

components are removed from the stratosphere to reach the troposphere after only 1 to 2 years. The STE 

will impact the stratospheric ozone depletion (by upward and downward transport through the 

tropopause of species involved in the removal mechanism of ozone) as well as the radiative forcing (by 

downward transport from the stratosphere of greenhouse gases such as ozone)  [Holton et al., 1995]. 

 

1.4.3. Atmospheric composition 

The Earth's atmosphere, among other planets of the solar system, has a specific composition which can 

be depicted in terms of major, minor and trace constituents (Table 1.1). The Earth’s atmosphere is 

composed mainly of nitrogen (N2), oxygen (O2), and argon (Ar). These gases do not interact with the 

infrared radiation emitted by the Earth and have limited interaction with incoming solar radiation. 

Regarding minor constituents such as carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O) and 

ozone (O3), while they contribute to less than 0.1 % of the total atmospheric content, they play a crucial 

role in the Earth’s energy budget as greenhouse gases since they absorb and emit infrared radiation. 

Moreover, the atmosphere contains water vapor, which is a natural greenhouse gas. Its mixing ratio is 

highly variable, but is typically in the order of 1%. 

 

Gas Name Chemical Formula Percent Volume 

Major Constituents 

Nitrogen N2 78.08 % 

Oxygen O2 20.95 % 

Argon Ar 0.93 % 

Minor Constituents 

Carbon Dioxide CO2 0.039 % 

Stratospheric Ozone O3 0.0005 % 

Methane CH4 0.00018 % 

Nitrous Oxide N2O 0.0000326 % 

Water vapor H2O variable 

Trace gases 

CFC-12 CCl2F2 5.28 10-8 % 

CFC-11 CCl3F 2.37 10-8 % 

HCFC-22 CHClF2 2.13 10-8 % 

HFC-23 CHF3 2.4 10-9 % 

Sulphur hexafluoride SF6 7.3 10-10 % 

Table 1.1. Dry atmosphere average composition from [World Meteorological Organization, 2014b] and [Stocker et 
al., 2013]. 
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More than 40 greenhouse gases have been reported by the IPCC including hydrocarbons and halocarbons 

[Forster et al., 2007]. The main contributors to the increase in radiative forcing since pre-industrial times 

are detailed in the following paragraph (except for CH4 that will be further described in chapter 2 and 6) 

and in Table 1.2 along with their respective concentrations [World Meteorological Organization, 2014b], 

GWP, radiative forcing and lifetime [Stocker et al., 2013]. Their concentrations are expressed in mixing 

ratio unit. The mixing ratio or mole fraction is the ratio of the number of moles of a constituent in a given 

volume to the total number of moles of all constituents in that volume. It is usually reported for dry air. 

Units frequently used are part per million (ppm, 10-6), part per billion (ppb, 10-9) and part per trillion 

(ppt, 10-12). 

 

Greenhouse Gas Formula Concentration GWP 
Radiative Forcing 

(W m-2) 

Atmospheric 

lifetime 

(years) 

Carbon dioxide CO2 396 ppm(a) 1 1.68 ± 0.35  

Methane CH4 1824 ppm(a) 28 0.97 ± 0.23 8-10 

Nitrous oxide N2O 325.9 ppb(a) 265 0.17 ± 0.04 131 

CFC-12 CCl2F2 528.5 ppt(b) 10 200 

halocarbons 

0.18 ± 0.17 

100 

CFC-11 CCl3F 237.7 ppt(b) 4 660 45 

HCFC-22 CHClF2 213.3 ppt(b) 1760 11.9 

HFC-23 CHF3 24 ppt(b) 12 400 222 

Sulfur hexafluoride SF6 7.29 ppt(b) 23 500  3200 

Table 1.2. Global surface concentrations (a) in 2013 from World Meteorological Organization, [2014b] or (b) in 2011 
from Stocker et al., [2013], Global Warming Potential, Radiative Forcing relative to 1750 (in W.m-2) and atmospheric 

lifetime (in years) for the main greenhouse gases. [Stocker et al., 2013]. 

 

Carbon dioxide, the main anthropogenic greenhouse gas, contributed to 65 % of the anthropogenic 

radiative forcing since 1750 (RF of 1.68 ± 0.35 W.m-2). Atmospheric CO2 never ceases to increase. In fact, 

it reached 142% of the pre-industrial level in 2013, which is mainly due to emissions from combustion of 

fossil fuels and cement production. Over the last 10 years its concentration has increased by 20.7 ppm to 

reach a global concentration of 396.0±0.1 ppm [World Meteorological Organization, 2014b]. The main 

natural sources of CO2 are the animal and plant respiration and exchanges between the ocean and the 

atmosphere. Emissions of CO2 in the atmosphere from human activities in the atmosphere accounts for 

emissions through fossil fuel burning (transport, heating, air conditioning, cement production, electricity 

production,…) and land use change. CO2 main sinks are oceans uptakes (leading to ocean acidification 

through dissolution), soil uptakes, peatlands, forests and vegetation. In addition, the permanent increase 

of CO2 enhances the ocean-atmosphere exchanges by 10 % thus increasing both the source and sink it 

represents for atmospheric CO2 [World Meteorological Organization, 2014b]. 

 

Water vapor concentrations exhibit a very large variability in the troposphere both with space and time 

depending on meteorological conditions. Human activities have a weak direct impact on water vapor 

abundance in the atmosphere as they are connected only through climate feedbacks. Therefore, water 

vapor is not among the Kyoto Protocol target species [Stocker et al., 2013]. In the stratosphere, the water 
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vapor content is controlled by transport through the tropopause region and subsequent oxidation of 

methane, its stratospheric source. In fact, increases in stratospheric water vapor act to cool the 

stratosphere but to warm the troposphere and conversely. Since 2000, stratospheric water vapor contents 

decreased by about 10 % which acted to slow the rate of increase in global surface temperature over 

2000–2009 by about 25% compared to what would have occurred due only to carbon dioxide and other 

greenhouse gases [Solomon et al., 2010]. 

 

Nitrous oxide is the fourth most important contributor to the anthropogenic radiative forcing and acts as 

an emission source of ozone-depleting substance in the stratosphere [World Meteorological Organization, 

1985; Prather and Hsu, 2010] as the source of stratospheric nitrogen oxides [NOx; Crutzen, 1970b]. With a 

radiative forcing of 0.17 ± 0.04 W.m-2, it contributed to ~6% of the radiative forcing since 1750 [World 

Meteorological Organization, 2014b]. The pre-industrial atmospheric N2O burden reflected a balance 

between emissions from soils and the ocean, and chemical losses in the stratosphere. Nowadays, 

additional anthropogenic emissions are mainly from synthetic nitrogen fertilizers (direct emissions from 

agricultural fields and indirect emissions from waterways affected by agricultural runoff), fossil fuel 

combustion, and biomass burning and accounts for 40 % of total N2O emissions [World Meteorological 

Organization, 2014b]. N2O increased by 21 % since pre-industrial level (270 ppb in 1750) to reach a mean 

global concentration of 325.9 ± 0.1 ppb in 2013 mainly due to synthetic nitrogen fertilizers. Between 2012 

and 2013, the globally averaged N2O concentration increased by 0.8 ppb which is comparable to the mean 

growth rate over the past 10 years (0.82 ppb yr–1). 

 

Halocarbons are molecules in which one or more carbon atoms are linked by covalent bonds with one or 

more halogen atoms (i.e. fluorine, chlorine, bromine or iodine atoms). Halocarbons are mainly known for 

their destructive effect on stratospheric ozone towards the release of free atoms of chlorine or bromine 

first described by [Molina and Rowland, 1974]. In addition, halocarbons are generally very strong 

greenhouse gases. Due to their interesting chemical and physical properties (highly stable, inert, non-

flammable), halocarbons like chlorofluorocarbons (CFC) have been widely produced and used by industrial 

and domestic applications resulting in a rapid accumulation in the atmosphere thanks to their long lifetime 

(Table 1.2), in addition to natural species such as methyl bromide and methyl chloride. Since their 

transport and photodissociation in the stratosphere lead to the release of chlorine atoms responsible for 

the ozone depletion, the production of CFCs has been tightly controlled, then banned, since the Montreal 

Protocol in 1987. As a decisive result, concentrations of many ozone depleting and halogenated GHGs are 

now declining. Due to the somewhat contrasted lifetimes of halocarbons in our atmosphere, the impact 

of the Montreal Protocol has been more rapid for some gases than others. As the Montreal Protocol 

imposed a phase out of the CFCs, they have been gradually replaced by other types of halocarbons: 

hydrochlorofluorocarbons (HCFCs) and hydrofluorocarbons (HFCs). These two later categories of 

halocarbons are strong greenhouse gases by contributing to 12% of the anthropogenic radiative forcing 

since 1750. The anthropogenic emissions of HCFCs and HFCs are respectively regulated by the Montreal 

Protocol of 1987 and by the Kyoto Protocol of 1997. While CFCs and most halocarbons are decreasing, 

HCFCs and HFCs, are increasing at rapid rates, although they are still low in abundance [see Figure 1.14; 

Stocker et al., 2013; World Meteorological Organization, 2014b]. Overall, the chlorine loadings are 

decreasing in both the troposphere and the stratosphere [Carpenter et al., 2014]. 
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Figure 1.14. Globally averaged dry-air mixing ratios at the Earth’s surface of the major halogen-containing 
greenhouse gases [Stocker et al., 2013]. 

 

Finally, sulphur hexafluoride emissions are almost entirely anthropogenic. It is nonflammable, nontoxic, 

noncorrosive, relatively inert and inexpensive. It is therefore used in many technical applications, such as 

electrical equipment, double glazing or in shoes soles. Its current concentration is about twice the level 

observed in the mid-1990s. SF6 accumulates in the atmosphere due to its very long atmospheric lifetime 

of 3 200 years [Stocker et al., 2013]. 

 

Many pollutants, such as carbon monoxide (CO), nitrogen oxides or volatile organic compounds (VOCs), 

although not referred to as greenhouse gases, have small direct or indirect effects on radiative forcing. 

Moreover, O3, acts as a tropospheric greenhouse gas and as a stratospheric filter for UV radiation while 

the hydroxyl radical (OH) is the detergent of the atmosphere by being the main sink of most tropospheric 

gases. Therefore, volatile organic compounds such as ethane (C2H6) or methanol (CH3OH) through reaction 

with hydroxyl radical have an impact on radiative forcing since they limit the availability of OH to deplete 

most greenhouse gases. In fact, Collins et al. [2002] even estimated a GWP for ethane of 5.1. We therefore 

need to better understand the mechanisms of formation and destruction of O3 and OH in order to 

apprehend the atmospheric chemistry of tropospheric components such as the gases studied through this 

work, i.e. methane, ethane or methanol. 
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1.4.4. Ozone 

In the atmosphere, ozone plays crucial but different roles in the troposphere and in the stratosphere. In 

the stratosphere, ozone acts as a filter for ultraviolet radiation since it absorbs around 98 % of the 

ultraviolet radiation in the 240-300 nm range [Delmas et al., 2005]. With a maximum abundance of ozone 

at around 25 km, ozone heats the stratosphere from inside up until 50 km which explains that the lower 

stratosphere is quasi isothermal until an altitude of 30 km. On the other hand, tropospheric ozone is the 

third most important greenhouse gas [World Meteorological Organization, 2014b]. 

 

a- Stratospheric ozone 

In 1930, S. Chapman [1930] proposed the first theory for ozone formation in the stratosphere as part of 
the Chapman cycle that describes the equilibrium between the production and depletion of ozone. 
Stratospheric ozone is formed by photodissociation of molecular oxygen, as follows: 
 

 O2 + hν  O + O λ < 242 nm (1.20) 

 O2 + O + M  O3 + M + heat (1.21) 

where M can either be O2 or N2. The formation of O3 from O2 requires the formation of a O-O bond which 

is an exothermic process (1.21). The energy related to this reaction is released in the stratosphere and 

induces its warming impacting the stratospheric temperature profile (Figure 1.9). In addition, atomic 

oxygen can also recombine as follows: 

 

 O + O + M  O2 + M (1.22) 

 

Regarding the depletion of ozone, Chapman [1930] showed: 

 

 O3 + O  2 O2 (1.23) 

 O3 + hν  O2 + O (1.24) 

Chapman’s cycle is active only during the day where photodissociation reactions (1.20 and 1.24) are active. 

During the night only the 1.19, 1.20 and 1.21 reactions are active depleting all atomic oxygen. 

 

Stratospheric ozone can also be depleted through further photodissociation reactions (1.25 and 1.26) and 

through catalytic cycles. The photodissociation of ozone consists of two pathways depending on the 

wavelength: 

 O3 + hν  O2 + O(1D) λ < 310 nm  (1.25) 

 O3 + hν  O2 + O(3P) λ > 310 nm  (1.26) 

 

The formation of active oxygen, O1D, returns to its fundamental state, O(3P) by collision with main 

components of the atmosphere, N2 and O2. However, in the meantime, O1D acts as an oxidant in the 

stratosphere for species such as CH4 or N2O. 
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The catalytic cycle responsible for the depletion of ozone can be synthesized by: 

 

 X + O3  XO + O2 (1.27) 

 XO + O  X + O2 (1.28) 

 Balance : O3 + O  2 O2 (1.29) 

 

where X can either be an atom of hydrogen, an hydroxyl radical [Bates and Nicolet, 1950], nitric oxide 

[Crutzen, 1970; Johnston, 1971], an atom of chlorine [Stolarski and Cicerone, 1974], or an atom of bromine 

[Wofsy et al., 1975]. 

 

At a global scale, ozone concentrations reach a maximum at high latitudes and a minimum in the tropics 

mainly due to meridional transport. The polar vortex associated with high meridional temperature 

gradient in the winter hemisphere are therefore characterized by a maximum of subsidence at their edge. 

Therefore, high concentrations of ozone are located at the edges of the polar vortex whereas O3 is missing 

from inside the vortex creating what is called the ozone hole. Inside the ozone hole occurs heterogeneous 

chemistry favored by polar stratospheric clouds leading to the strong depletion of ozone. The polar 

vortices are not symmetrical and while the southern polar vortex is very cold and very stable, the northern 

vortex is less stable and cold due to the more complex distribution of continents at mid- and high-northern 

latitudes. 

 

b- Tropospheric ozone 

Tropospheric ozone is the third most important contributor to greenhouse radiative forcing with a 

radiative forcing of 0.40 ± 0.20 W.m–2 [Stocker et al., 2013]. In addition, it acts as a surface air pollutant 

and as a precursor of the hydroxyl radical, the detergent of the atmosphere (see next section). Ozone is 

produced in the troposphere by photochemical oxidation of CO, CH4 and non-methane VOCs (NMVOCs) in 

the presence of NOx [Chameides and Walker, 1973; Crutzen, 1973]. In fact, the oxidation of those 

compounds will lead to the formation of reactive radicals that will convert NO to nitrogen dioxide or NO2. 

The NO2 formed will in turn produce ozone through the following reactions: 

 

 NO2 + hν  NO + O (1.30) 

 O + O2  O3 (1.31) 

 

Another source of tropospheric ozone is the stratosphere-troposphere exchange (STE). Although STE is 

only a minor term in the global ozone budget, it carries ozone to the upper troposphere where it impacts 

the most the radiative forcing [Forster et al., 2007]. Sinks of tropospheric ozone include photochemical 

and chemical reactions and dry deposition. 
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1.4.5. The hydroxyl radical 

Because of its high reactivity with both inorganic and organic compounds, OH acts as the main detergent 

of the atmosphere. Indeed, oxidation by OH is the major sink for most atmospheric trace gases. Since it 

rapidly reacts with CO and hydrocarbons, the tropospheric lifetime of OH is very short, of about a few 

seconds [Lelieveld, 2002]. 

 

The formation of OH is governed by ozone. A small fraction of stratospheric O3 is transported to the 

troposphere, which constitutes a baseline OH source. Additionally and most importantly, OH is formed 

from O3 that is depleted according to (1.25) leading to the formation of O(1D): 

 

 O(1D) + M  O(3P) + M (97 %) (1.32) 

 O(3P) + O2 + M  O3 + M (1.33) 

 O(1D) + H2O  2 OH (3 %) (1.34) 

 

Primary OH formation is thus controlled by ozone (1.25), UV radiation and water vapor (1.34). Therefore 

OH levels are highest in the tropics where the stratospheric ozone layer is thinnest and the absolute 

humidity is highest [Lelieveld, 2002]. 

 

Although oxidation of CH4 and CO constitutes an efficient sink of OH, these reactions do not necessarily 

deplete OH due to its recycling by two pathways depending on the presence of NOx. In the presence of 

NOx, recycling of OH will lead to ozone production. 

 

 CO + OH  CO2 + H (1.35) 

 H + O2 + M  HO2 + M (1.36) 

 NO + HO2  NO2 + OH (1.37) 

 NO2 + hν  NO + O(3P) λ < 420 nm (1.38) 

 O(3P) + O2 + M  O3 + M (1.39) 

 Balance: CO + 2 O2  CO2 + O3 (1.40) 

 

In the absence of sufficient NOx for example far from pollution sources (1.37) is insignificant and the 

alternative cycle prevails: 

 CO + OH  CO2 + H (1.41) 

 H + O2 + M  HO2 + M (1.42) 

 O3 + HO2  2 O2 + OH (1.43) 

 Balance CO + O3  CO2 + O2 (1.44) 
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In the latter case O3 is destroyed and the hydrogen oxide radicals (HOx) can recombine into hydrogen 

peroxide (H2O2). This can terminate the radical reaction chain because a large part of the H2O2 is removed 

by dry and wet deposition. While some of the HOx can be regained from H2O2 through photolysis, 

deposition is a definitive sink for about half the HOx radicals that form H2O2 [Lelieveld, 2002]. In those two 

mechanisms, while CO is the main driver, it can be replaced by any VOC that will in turn lead to the 

formation of CO when oxidized. 
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Chapter 2 – Methane and two of its derivatives 

In this work, we study methane and two of its derivatives, i.e. namely ethane and methanol. Methane, 

with the chemical formula CH4, is a tetrahedral molecule made of one atom of carbon and four atoms of 

hydrogens, and is the simplest alkane. Ethane is a hydrocarbon with the chemical formula C2H6 while 

methanol, with the chemical formula CH3OH, is the simplest alcohol. 

 

 

Figure 2.1. Methane, ethane and methanol. 

 

In the atmosphere, methane is the second most abundant anthropogenic greenhouse gas with an 

abundance of 1824 pbb in 2013 [World Meteorological Organization, 2014b], ethane shows an 

hemispheric averaged abundance of 1 049 ppt in the Northern Hemisphere over the 1984−2010 time 

period [Simpson et al., 2012] and methanol’s abundance ranges between 1 [Singh et al., 2001] and 20 ppbv 

[Heikes et al., 2002]. Their lifetime have been estimated at around 8−10 years for methane [Kirschke et al., 

2013], approximately 2 months for ethane [Rudolph, 1995] and between 4.7 days [Millet et al., 2008] and 

12 days [Atkinson et al., 2006] for methanol. 

 

In the troposphere, those three gases have an impact on air quality through their removal pathway. In 

fact, their oxidation impacts the atmospheric content of carbon monoxide, an ozone precursor [CO; Aikin 

et al., 1982; Rinsland, 2002; Jiménez et al., 2003; Duncan et al., 2007] and of nitrogen oxide radicals (NOx), 

a driver of the production and loss of tropospheric ozone. Through their tropospheric chemistry, they 

therefore act as ozone precursors [Rudolph, 1995; Rinsland, 2002; Montzka et al., 2011; Fischer et al., 

2014]. 

 

In the stratosphere, while ethane and methanol’s abundances remain low or even negligible, stratospheric 

methane influences the content of ozone and the production of water vapour an important driver of 

decadal global surface climate change [Solomon et al., 2010]. 

 

Moreover, both methane and ethane impact the greenhouse radiative forcing. Indeed, with a radiative 

forcing (RF) of 0.97 ± 0.23 W.m-2, methane is the second anthropogenic greenhouse gas after CO2 [RF of 

CO2 in 2011: 1.68 ± 0.35 W.m-2; Stocker et al., 2013]. Moreover, although CH4 is 200 times less abundant 

than CO2 [abundance of CO2 at 396.0±0.1 ppm, Bates et al., 2014], it has a global warming potential of 28 

[on a 100-year time horizon, Stocker et al., 2013]. As of ethane, because of its sinks, it is an indirect 

greenhouse gas with a global warming potential of 5.5 [on a 100-year time horizon, Collins et al., 2002]. 
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The following sections will detail how these three atmospheric compounds share common sources and 

sinks and how their chemistry is closely connected. In addition, vertical distribution as well as trends and 

seasonal cycles are described. 

 

2.1. Budget: sources and sinks 

The methane budget [Kirschke et al., 2013] includes anthropogenic contributions such as domestic 

ruminant animals (17 %), oil and gas exploitation (12 %), waste management (11 %), coal mining (7 %), rice 

cultivation (7 %), biomass burning (4 %), and natural contributions such as wetlands (34 %), termites (4 %), 

methane hydrates and ocean (3 %). While there still remain uncertainties on its budget, above-mentioned 

estimated contributions to the atmospheric content of methane are based on Fung et al. [1991], Chen and 

Prinn [2006], Kirschke et al. [2013] and on emission inventories used for the GEOS-Chem v9-02 CH4 

simulation, Turner et al. [2015]. 

 

Processes leading to the emission of methane in the atmosphere can alternatively be regrouped into three 

other categories, i.e. biogenic, thermogenic and pyrogenic emissions [Kirschke et al., 2013]. The biogenic 

sources involve microbes generating methane. They comprise anaerobic environments such as natural 

wetlands and rice paddies, oxygen-poor freshwater reservoirs (such as dams), digestive systems of 

ruminants and termites, and organic waste deposits (such as manure, sewage and landfills). The formation 

of CH4 over millions of years through geological processes pertains to thermogenic source. It is vented 

from the ground into the atmosphere through natural features (such as terrestrial seeps, marine seeps 

and mud volcanoes), or through the exploitation of coal, oil and natural gas. Indeed, coal mine venting, 

associated gas from oil wells, and leaks from natural gas wells, storage, pipelines and end use lead to 

emissions of methane in the atmosphere. Finally, pyrogenic CH4 is produced by the incomplete combustion 

of biomass and soil carbon during wildfires, and of biofuels and fossil fuels. Anthropogenic emission 

sources such as the exploitation of coal, gas and oil are mainly located in the Northern Hemisphere [Chen 

and Prinn, 2006]. On the other hand, natural sources such as biomass burning [Hao and Ward, 1993; 

Duncan, 2003], forested and non-forested swamps [Fung et al., 1991] as well as termites, lakes and other 

fresh waters [Sanderson, 1996] show maximum values in the tropics and especially in Africa and tropical 

South America for the latter. 

 

In the same way than methane, ethane is emitted from leakage from the production, transport of natural 

gas loss (62%) from biofuel consumption (20%) and from biomass burning (18%), mainly in the Northern 

Hemisphere [Logan et al., 1981; Rudolph, 1995; Xiao et al., 2008]. In contrast, biogenic and oceanic sources 

show really small contributions to the ethane budget [Rudolph, 1995]. 

 

For methanol, large uncertainties remain on its atmospheric budget and many studies are dedicated to 

the quantification of each emission contribution [Galbally and Kirstine, 2002; Tie et al., 2003; von 

Kuhlmann, 2003; Jacob, 2005; Millet et al., 2008]. Overall, plant growth is the largest source of methanol 

with a contribution to its emissions from 60 to 85 % [Galbally and Kirstine, 2002; Jacob, 2005]. Methanol 

atmospheric production represents up to 15–23% of its sources [Madronich and Calvert, 1990; Tyndall et 
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al., 2001]. Indeed, CH3OH is formed from methylperoxy radicals (CH3O2) in the atmosphere according to 

the following equations: 

 

 CH3O2 + CH3O2  CH3OH + CH2O + O2 (2.1) 

 CH3O2 + RO2  CH3OH + R’CHO + O2 (2.2) 

 

The latter reactions occur at a rate of 85/15 % respectively for (2.1)/(2.2). RO2 is produced from biogenic 

isoprene (C5H8) confined to the continental boundary layer while in the remote atmosphere CH3O2 is 

coming from the oxidation of methane and to a lesser extent of ethane [Jacob, 2005]. Other sources of 

methanol are plant matter decaying [9 %; Warneke et al., 1999; Millet et al., 2008], biomass burning and 

biofuels combustion [6 %; Jacob, 2005; Dufour et al., 2006; Paton-Walsh et al., 2008], fossil fuel 

combustion, vehicular emissions, solvents and industrial activities [3 %; Galbally and Kirstine, 2002]. 

 

In the troposphere, where they are the most abundant, the main sink of those three gases is the oxidation 

by hydroxyl radicals [see next section for chemistry; Aikin et al., 1982; Jiménez et al., 2003; Chen, 2005]. In 

addition, in the stratosphere, reaction with chlorine atoms dominates for both methane and ethane [Aikin 

et al., 1982; Chen, 2005]. For methane, other sinks include consumption by soil bacteria at the surface, by 

reaction with chlorine atoms in the marine boundary layer, and by reaction with O(1D), OH, and by 

photodissociation in the stratosphere [Chen, 2005]. Finally, other sinks for methanol are deposition to land 

through uptake microbial and foliar by vegetation [26 %, Jacob, 2005], wet deposition through scavenging 

of water-soluble methanol by convective updrafts, convective anvils or large scale precipitation [6 %, Liu 

et al., 2001], uptake within the ocean mixed layer [5 %, from 0 to 50 m, Millet et al., 2008], and 

heterogeneous oxidation by OH in aerosols and clouds [1 %, Jacob, 2005]. 

 

2.2. Chemistry 

In the troposphere, methane, ethane and methanol’s respective chemistry are closely connected and play 

an important role in the overall tropospheric chemistry since the three of them influence the oxidizing 

capacity of the atmosphere through reaction with the hydroxyl radical. Figure 2.2 illustrates the main 

reactional pathway of the oxidation of those three compounds in the troposphere by OH. 
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Figure 2.2: Tropospheric chemistry of methane, ethane and methanol. Radicals are shown in red while stable 
molecules are in black. 

 

While methane, ethane and methanol are chemically quite inert in the atmosphere, they do react with 

atomic species and molecular radicals which in the troposphere consists mainly of OH. Oxidation of ethane 

by OH leads to the formation of unstable ethyl radical (C2H5) that in turn will react with dioxygen to form 

ethylperoxy radicals (C2H5O2). The reaction between ethyl radicals and dioxygen may also lead to the 

formation of ethylene (C2H4). However, it has been measured that for atmospheric conditions, the 

interaction of C2H5 with O2 to form C2H5O2 radicals is by far the dominant pathway [99 %, Kaiser et al., 

1990; Miller et al., 2000; Equation II.A4.88 in Atkinson et al., 2006]. 

 

The fate of C2H5O2 radicals depends on the local availability of nitrogen monoxide (NO) as illustrated in 

Figure 2.2. If insufficient NO is available then C2H5O2 will react with hydroperoxyl radicals (HO2) to form 

the relatively unreactive ethyl hydroperoxide (C2H5OOH). On the contrary, if sufficient NO is available 

(displayed in pink in Figure 2.2), then a rapid reaction sequence follows leading to the recycling of the OH 

radicals and contributing to the formation of tropospheric ozone by recycling the NO to NO2 

(see Chapter 1, section 1.4.3): 

 

 C2H5O2 + NO  NO2 + C2H5O (2.3) 

 C2H5O + O2  HO2 + CH3CHO (2.4) 

 HO2 + NO  NO2 + OH (2.5) 
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During this recycling of OH, acetaldehyde (CH3CHO) is formed. Acetaldehyde can either be 

photodissociated (see Figure 2.3) to form methane or methyl radicals (CH3) depending on the wavelength 

of the photodissociation or be oxidized by hydroxyl radicals to form peroxyacetyl radicals (CH3COO2). 

 

 

Figure 2.3: Photodissociation of acetaldehyde. 

 

Peroxyacetyl radicals have many pathways of depletion. Its first pathway leads to the formation of 

peroxyacetic nitric anhydride (CHCOO2NO2), also called, peroxyacetyl nitrate (PAN, see Figure 2.4) which 

is produced reversibly by reaction of CH3COO2 with NO2: 

 

 CH3COO2 + NO2 + M  PAN + M  (2.6) 

 

where M is a third body (typically N2 or O2). It is worth mentioning that PAN’s dominant role in the 

atmosphere is that it acts as an organic reservoir for NOx [Roberts et al., 1995; Bertram et al., 2013] and 

thus impacts the production of tropospheric ozone and the hydroxyl radical [Singh and Hanst, 1981]. 

 

 

Figure 2.4. PAN or peroxyacetyl nitrate or peroxyacetic nitric anhydride. 
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As detailed in Tyndall et al. [2001], CH3COO2 can also form the methylperoxy radical (CH3O2) involving a 

complex series of reactions via many pathways and through the CH3C(O)O intermediate. The main 

pathways for the formation of this intermediate are: 

 

 CH3COO2 + NO  CH3C(O)O + NO2 (2.7) 

 CH3COO2 + CH3COO2  2 CH3C(O)O + O2 (2.8) 

 

This intermediate will then decompose into CH3 and CO2 according to the following equation: 

 

 CH3C(O)O + M  CH3 + CO2 + M (2.9) 

 

The methyl radical, CH3, either formed in the atmosphere by OH oxidation of methane (see Figure 2.2), by 

the photodissociation of acetaldehyde (see Figure 2.3) or by decomposition of peroxyacetyl radicals 

through a complex series of reactions (2.7, 2.8 and 2.9), will react with O2 to form methylperoxy radicals, 

CH3O2. The decomposition of CH3O2 will lead to the formation of methyl hydroperoxyde (CH3OOH) if no 

sufficient NO is available while under “high NO” conditions, it will lead to the formation of the radical CH3O 

and contribute to the recycling of NO2 and thus to the formation of tropospheric ozone. It should also be 

mentioned that the recycling of methanol through atmospheric production (see 2.1 and 2.2) consumes 

less than 10 % of the CH3O2 atmospheric reservoir sink [Jacob, 2005]. 

 

The oxidation of methanol by OH leads to the formation of either CH3O or hydroxymethyl radicals (CH2OH) 

in addition to water vapour (see Figure 2.5). However, it has been reported by Atkinson et al. [2006] based 

on the thermochemistry, that the formation of the latter is prevailing in the atmosphere. 

 

 

Figure 2.5: Oxidation of methanol by OH. 

 

The CH3O either formed by oxidation of methanol or from methylperoxy radicals, will react with dioxygen 

to form formaldehyde (CH2O). Formaldehyde is the most abundant organic carbonyl compound in the 

remote troposphere and is directly emitted in a small fraction from biogenic (e.g., vegetation), pyrogenic 

(mainly biomass burning) and anthropogenic (e.g., industrial emissions) sources [Franco et al., 2015 and 

references therein]. However, background levels of formaldehyde are built up by oxidation of long-lived 

VOCs such as methane according to the pathways described in this section. 
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Finally, formaldehyde is also oxidized by OH to form formyl radicals that will in turn react with dioxygen to 

form carbon monoxide (CO). Carbon monoxide, with a moderately long tropospheric lifetime of 52 days 

[Hough, 1991], is an important indicator of tropospheric pollution and transport since it is emitted 

primarily by anthropogenic sources [Logan et al., 1981; Rudolph, 1995]. It has been reported by Duncan et 

al. [2007] that as a consequence, CH3OH is considered as a source of CO with a yield close to 1. 

 

In the same way methane, ethane and methanol are oxidized by OH in the troposphere, they react with 

chlorine atoms in the stratosphere and then proceed through the same reaction pathway [Atkinson et al., 

2006]. In addition, methane reacts with chlorine atoms in the marine boundary layer, and by reaction with 

O(1D), OH, and by photodissociation in the stratosphere [Chen, 2005]. The oxidation of methane by OH 

leads to the formation of water vapour, making it a great contributor to the stratospheric water vapour 

budget, an important driver of decadal global surface climate change [Solomon et al., 2010]. 

 

In brief, methane, ethane and methanol share a common tropospheric sink: the oxidation by the radical 

OH. The chemical pathways described in Figure 2.1 illustrates how their oxidation leads to the formation 

of PAN, a thermally unstable reservoir for nitrogen oxide radicals, to the recycling of NO2 thus contributing 

to the ozone production and by the formation of carbon monoxide through formaldehyde, impacting the 

air quality of the atmosphere. 

 

2.3. Methane and two of its derivative in the atmosphere 

2.3.1. Vertical distribution 

All three compounds vertical distribution for the Northern mid-latitudes are illustrated in Figure 2.6. Since 

methane, ethane and methanol main sources are located at the surface, we find quite good mixing in the 

first layers of their respective profiles especially for methanol and methane. The longer their atmospheric 

lifetime, the higher they move to upper levels such as the upper-troposphere lower-stratosphere (UTLS) 

to reach the stratosphere. Indeed, methanol, with a lifetime of 4.7 to 12 days, is well-mixed until around 

10 km of altitude and then rapidly drops to a tenth of its mixing ratio value. On the other side, the vertical 

distribution of ethane with a lifetime of around 2 months, shows a slower drop of its mixing ratio to reach 

a negligible value close to zero up until 20 km. Finally, methane, with a lifetime of around 8-10 years, shows 

a mixing ratio profile that remains constant below the tropopause. Indeed, due to its relatively long 

atmospheric lifetime in addition to its main sources located at the surface, it is well-mixed in the 

troposphere before reaching the stratosphere where it will react with O(1D) or OH or be photodissociated 

(see previous section). 
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Figure 2.6. Vertical distribution of ethane, methanol and methane expressed in mixing ratio for the Northern mid-
latitude. 

 

2.3.2. Seasonal cycles 

Methane, ethane and methanol show specific seasonal variations. In the Northern hemisphere, minimum 

concentrations of methane occur during summer (June-August), rapidly rising to maximum values during 

fall [September-November, Khalil and Rasmussen, 1983] while in the Southern hemisphere, the contrary 

is observed with minimum concentrations in fall. The methane seasonal cycle is in agreement with the 

seasonal cycle of atmospheric OH concentrations which is enhanced during summer [Khalil and 

Rasmussen, 1983]. 

 

Regarding ethane, its ethane seasonal cycle is characterized by a maximum in March–April and a minimum 

in August–September. Since fossil fuel production is the main source of C2H6 emissions [Xiao et al., 2008] 

and does not present a particular seasonal cycle during the year [Pozzer et al., 2010], the strong seasonal 

cycle of C2H6 burden is primarily driven by the photo chemical oxidation rate by OH radicals [Schmidt et 

al., 1991; Simpson et al., 2012]. 

 

Finally, in the Northern Hemisphere the strong seasonal modulation of methanol is characterised by 

minimum values and variability in December to February and maximum columns in June–July [Bader et al., 

2014] which can be explained by the primordial role that plant growth plays in the methanol budget. 

Indeed, plant growth and the production of methanol associated to it is more active during summer than 

during winter [Galbally and Kirstine, 2002; Jacob, 2005]. 

 

2.3.3. Trends 

Figure 2.7 shows the times series of daily mean methanol total columns above Jungfraujoch. We evaluated 

the trend of methanol total columns over the 1995–2012 time period and found a yearly negative trend 

of (-1.34 ± 2.71) x 1013 molecules.cm-2.year-1 or -0.18 ± 0.36 %.year-1 (2-σ), i.e. a non-significant trend at 

this level of confidence, which is consistent with the trend computed by [Rinsland et al., 2009]. Since no 

significant trend of methanol total columns over the 1995–2012 time period has been identified, the 

chapter 4 of this work will be dedicated to the analysis of the strong seasonal modulation of methanol and 
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to its diurnal variation, involving comparisons with other measurements. The optimized retrieval strategy 

described by Bader et al. [2014] in chapter 4 allows us to derive two partial columns, i.e. a lower-

tropospheric (LT, 3.58–7.18 km) and an upper tropospheric–lower stratospheric one (UTLS, 

7.18−14.84 km). Since these partial column time series do not show any significant trend either, the 

Chapter 4 is also focused on the seasonal cycle analysis of both partial columns. 

 

Figure 2.7. Methanol total column above Jungfraujoch time series. Orange circles are daily mean total columns and 
brown lines show the seasonal modulation and linear trend associated to it. 

 

As to ethane, analysis of the 1994–2008 timespan reveals a regular decrease of the C2H6 amounts above 

the Jungfraujoch station by - 0.92 ± 0.18 %.year-1 relative to 1995.0 [Franco et al., 2015a]. This negative 

trend is consistent with measurements and corresponding trends of atmospheric C2H6 burden presented 

in [Aydin et al., 2011; Simpson et al., 2012], both studies attributed the decline of global C2H6 emissions 

from the mid-1980s to reduced fugitive emissions from fossil fuel sources in Northern Hemisphere rather 

than a decrease in biomass burning and biofuel use (the other major sources of C2H6). However, our study 

reported in chapter 5 reports recent and unexpected ethane increase since 2009 above the Swiss Alps. 

 

Finally, methane concentrations have increased by 260% since the beginning of the industrialization to 

reach 1824 pbb in 2013 [World Meteorological Organization, 2014]. From the 1980s until the beginning of 

the 1990s, atmospheric methane was significantly on the rise by about 13 parts ppb per year [Nisbet et 

al., 2014], then stabilized during 1999-2006 [Dlugokencky, 2003] to rise again afterwards [Nisbet et al., 

2014]. The source (or sink) attribution of this latter increase is still questioned [Rigby et al., 2008; 

Dlugokencky et al., 2009; Bousquet et al., 2011; Sussmann et al., 2012]. In the last chapter of this work, we 

provide analysis of the GEOS-Chem Chemical Transport Model tagged simulation that accounts for the 

contribution of each emission source and one sink in the total CH4 simulated based on emissions 

inventories and transport in parallel with methane changes analysis since 2005 from FTIR observations 

recorded at ten NDACC stations in order to address what source(s) or sink is responsible for this renewed 

increase. 
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Chapter 3 – Atmospheric composition monitoring 

Now that the first chapter has established the physical principles allowing us to identify and quantify 

infrared active atmospheric constituents from infrared solar observations, a description of the 

instrumentation employed for the recording of observations as presented in the second part of this work 

is given. This chapter is therefore dedicated to the description of how from FTIR solar observations we 

retrieve amounts of atmospheric constituents and how those concentrations are characterized. 

 

First, the operating principle of a ground-based Fourier Transform InfraRed spectrometer is illustrated in 

Figure 3.1. Once the radiation has passed through the atmosphere, it is collected by a coelostat and is sent 

to a Michelson Interferometer via a series of mirrors. This interferometer consists essentially of a mobile 

and a fixed mirror, as well as of a beamsplitter. The two beams recombine after their respective path and 

the signal is recorded at the detector in several discrete positions of the continuously moving mirror to 

form an interferogram. The spectrum is then built from the interferogram with a Fourier Transform and 

expresses an intensity of transmitted light, i.e. a transmittance, depending on the wavelength in 

wavenumber unit, cm-1. Therefore with this technique, we do not measure directly the abundance of 

atmospheric constituents. In order to retrieve the number of molecules which have absorbed infrared 

radiation along the path of the light i.e. a total column, we therefore have to perform what is called an 

"inversion". 

 

Figure 3.1. Operating principle of a Fourier Transform Spectrometer 

 

The first section of this chapter will depict a typical Michelson interferometer along with the description 

of the filters and detectors routinely used. The second section will describe how an inversion is performed 

thanks to the SFIT-2 algorithm, what the necessary input parameters are and how the inversion can be 

constrained. The third section will describe the method employed for the characterization of the results 

retrieved from the observations in terms of uncertainties. The fourth section is dedicated to the 
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description of the Jungfraujoch station, affiliated to the Network for Detection of Atmospheric 

Composition Change (NDACC, www.ndacc.org, see section 3.5.1), its history, what kind of information this 

exceptional site provides us on the atmosphere state and its objectives for the atmospheric composition 

monitoring. Finally, the fifth section provides a description of other datasets dedicated to the atmospheric 

composition monitoring and exploited in the second part of this work such as satellite observations, in situ 

measurements and model simulation. 

 

3.1. Fourier Transform Spectrometer 

A Fourier Transform spectrometer (FTS) is based on a Michelson type interferometer, illustrated in 

Figure 3.2. It essentially consists of two mirrors, a movable one (M1) and a fixed one (M2), and a beam-

splitter. The incoming light hits the beam-splitter where it is divided into two beams of equal intensities 

by partial reflection and transmission. The compensator ensures both beams pass through the same 

thickness of material. At the Jungfraujoch, the correction is realized thanks to a low resolution 

measurement around the zero path difference in order to evaluate the shift induced by the thickness of 

the beam-splitter. Both beams recombine after having covered their respective path to form an 

interferogram. The recorded signal is therefore measured at many discrete positions of the moving mirror. 

This recorded signal is maximum for the zero optical path difference (ZPD) leading to a maximum 

constructive interference, i.e. when the position of the moving mirror corresponds to equal optical path 

lengths for both the transmitted and reflected beams. The spectrum is reconstructed using a Fourier 

transform of the interferogram. 

 

 

Figure 3.2. Michelson Interferometer. 

 

The FTS installed at the Jungfraujoch station (see section 3.4) is equipped with a potassium bromide (KBr) 

beam-splitter and two cooled detectors, i.e. a Mercury-Cadmium-Tellurium (HgCdTe or MCT) and an 

Indium-Antimonide (InSb) covering the 650 to 4500 cm-1 region of the electromagnetic spectrum. They 

achieve resolution, defined as the reciprocal of twice the maximum Optical Path Difference (OPD), which 

ranges between 0.00285 and 0.006cm-1 respectively corresponding to an OPD of 175.6 and 82 cm. Five 

optical filters are routinely and consecutively used in order to maximize the signal-to-noise ratio (see color 

codes in Figure 3.3). 

http://www.ndacc.org/
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Figure 3.3. Optical filters. The regions covered by the filters are respectively covering the 350-1600 cm-1 (in red), 
1660-2250 cm-1 (in green), 2200-3300 cm-1 (in orange), 2800-3800 cm-1 (in blue), 3850-4400 cm-1 (in cyan) ranges. 

Mahieu et al., 2015. 

 

3.2. Inversion 

3.2.1 The SFIT algorithm 

The algorithm has been specifically developed by C. P. Rinsland (National Aeronautics and Space 

Administration, NASA, Langley Research Center, Hampton, Virginia, USA), with support from B. J. Connor 

(National Institute of Water and Atmospheric Research, NIWA, Lauder, New Zealand), for the inversion of 

the vertical mixing ratio profiles of atmospheric gases from high resolution ground-based infrared solar 

absorption spectra recorded with FTIR instruments. The forward model in SFIT-2 has been previously 

described by Pougatchev et al., 1995 and Rinsland et al., 1998. 

 

 

  

Figure 3.4. Operating principle of the SFIT‐2 algorithm. 
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In this work, SFIT-2 v3.91 is used to retrieve total vertical columns of methane, its operating principle is 

described in Figure 3.4. SFIT consists in a forward model that comprises (i) a spectroscopic database 

characterizing the position and intensity of the targeted lines and (ii) an atmospheric model associated 

with a vertical layering scheme accounting for the daily pressure-temperature profiles and with a priori 

mixing ratio profiles to be adjusted. This model will compute a synthetic spectrum on a domain of 

wavelength of up to several tenth of wavenumber that contains specific absorption lines of the target gas. 

This domain is named a window. Through an iterative process the mixing ratio profiles will be adjusted (as 

well as adjustment of other parameters associated with the forward model) until the convergence to a 

minimum of the residuals, i.e. the difference between the synthetic and the recorded spectra. 

 

3.2.1.1. Input parameters 

All input parameters necessary for the retrieval of total columns from FTIR solar observations are 

described in the following paragraphs.  

 

a- Spectroscopic line parameters 

In order for SFIT-2 to compute the transmittance associated to a specific spectral line in the atmosphere, 

the algorithm needs information on the absorption coefficient as a function of wavenumber for each line. 

The four essential parameters for each line, are the frequency on which the absorption is centered, the 

intensity per absorbing molecule, the line width parameter and the lower energy state [McClatchey et al., 

1973]. Those line-by-line spectroscopic data are read from a compilation of spectrometric parameters, 

such as HITRAN (HIgh-resolution TRANsmission molecular absorption database, 

https://www.cfa.harvard.edu/hitran/). The HITRAN compilation includes the official HITRAN line 

parameters [Rothman et al., 2013 and references therein], infrared cross-sections, UV line-by-line 

parameters and cross-sections, aerosol refractive indices, and documentation. The spectroscopic 

parameters available in the HITRAN linelist are essentially coming from laboratory works. New versions of 

HITRAN are published every four years while updates or corrections are made available for specific gases 

on a more frequent basis. Currently, the latest version, HITRAN-2012 [Rothman et al., 2013], contains 

7,400,447 spectral lines for 47 different molecules, incorporating 120 isotopologues. 

 

Nevertheless, as outlined in Rothman et al. [1987], no line parameters are available for several 

atmospheric molecules with significant infrared features. This category includes more complicated 

molecules, for which line-by-line parameters are available only in specific spectral region. In this case, the 

HITRAN database provides a separate file of high resolution cross-sections. Until further information 

becomes available, the cross sections can either be incorporated directly into a line-by-line calculation as 

additive spectral values or be built from a simulation of the spectra by generating artificial line parameters. 

It has been emphasized by Rothman et al. [1987] that, while the accuracy of the cross-sectional method is 

limited (especially for strong absorptions), omitting them in spectral regions where no line parameters are 

available leads to much larger errors in the interpretation of line-by-line simulations of atmospheric 

spectra. 

 

https://www.cfa.harvard.edu/hitran/
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Since SFIT-2 does not allow direct use of cross-section parameters, they need to be converted into 

pseudolines. To this end, laboratory cross-section spectra are interpolated (or extrapolated) in 

temperature and pressure [Toon et al., 2015] by performing spectral fits to laboratory transmittance 

spectra. The lab transmittance spectra are re-created using the temperature- and pressure-dependent 

cross-sections available. Its objective is not to supplant proper quantum-mechanically-based linelists but 

to provide spectroscopic information on spectral bands that still remain unresolved or unidentified, to this 

day. 

 

In addition, as mentioned in Hase et al. [2006], since the solar spectrum in the mid-infrared spectral region 

is far from a smooth blackbody spectrum we need to include a model of the solar absorption features in 

SFIT-2. To this end, the solar line compilation provided by F. Hase [Karlsruhe Institute of Technology, 

Institute of Meteorology and Climate Research, Karlsruhe, Germany; Hase et al., 2006] has been assumed 

for the solar absorptions. 

 

b- Pressure-Temperature profiles 

For our retrievals, we have adopted pressure (p) and temperature (T) profiles as provided by the National 

Centers for Environmental Prediction (NCEP; Washington, D.C.; http://www.ncep.noaa.gov) from the 

National Oceanic and Atmospheric Administration (NOAA) and made available to the NDACC principal 

investigators. The p-T profiles are specifically computed for each NDACC station on a daily basis noon time. 

NCEP meteorological data analyses are based upon a rawinsonde onboard the NOAA polar orbiting 

operational satellites that collect atmospheric parameters and measures wind speed and direction to 

transmit them by radio to a ground receiver. Each satellite contains three multichannel instruments, 

namely the High-resolution Infrared Sounder (HIRS), the Microwave Sounding Unit (MSU) and the 

Stratospheric Sounding Unit (SSU), which altogether form the Television infrared observation satellite 

(TIROS) Operational Vertical Sounder (TOVS). 

 

In practice, pressure and temperature profiles provided by NCEP are interpolated on the altitude levels 

defined in the vertical layering scheme adopted in our retrievals. The vertical layering consists in layers of 

increasing depths with increasing altitude and adapted to the altitude of each station up to ~100 km. In 

the retrieval process, each layer is considered homogenous in terms of atmospheric pressure, temperature 

and volume mixing ratio of the target and interfering gases. For the Jungfraujoch station, we use a 39-levels 

altitude grid. Since the NCEP datasets also include the uncertainties on the temperature profiles, the 

impact of temperature profile uncertainties on our retrieved total columns has been included in our error 

budget (see section 3.3). 

 

c- A priori profiles, covariance matrix and inter-layer correlation 

In order to produce a synthetic spectrum, we need to define an a priori state that will account for the 

vertical distribution of the target and interfering gases considered for the retrieval and that will be 

adjusted by SFIT-2 to minimize residuals. To this end, we select profiles that represent at best the mean 

atmospheric situations prevailing above the considered station. Ideally, these vertical profiles represent a 

climatology of the considered gas which is built from actual observations such as satellite observations 
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and are expressed in mixing ratio units (as defined in Chapter 1) in function of the altitude, the vertical 

reference in SFIT-2. However, while satellite observations may provide better vertical resolution on the 

vertical distribution depending on their respective line of sight (e.g. ACE-FTS’ limb viewing provides better 

vertical resolution than FTIR and the nadir-viewing Infrared Atmospheric Sounding Interferometer, IASI), 

they have their limitations in the altitude range they are covering. In addition, their temporal coverage 

might not provide enough information in order for us to build a representative climatology. 

 

In order to compensate the lack of vertical and/or temporal information provided by satellite 

measurements, simulations from Chemical Transport Model (CTM) are used. In addition to a better vertical 

resolution, they present better availability of data since they only depend on best estimates of the vertical 

distribution of the studied gas from best emission inventories. 

 

In practice, we adopt a priori profiles generated within the NDACC from simulation of the Whole 

Atmosphere Community Climate Model, [WACCM, Chang et al., 2008]. However, when developing an 

optimized retrieval strategy for a specific species and/or station, in order to avoid that SFIT-2 produces 

oscillating profiles responsible for ungeophysical negative mixing ratio profiles, it may be required to 

combine information from satellite observations as well as from CTM simulation depending on the case 

studied. This way, we optimize the representativeness of the selected a priori vertical distribution. For 

example, as illustrated in Figure 3.5, in order to build a priori vertical distribution of ethane (C2H6), we first 

combined and tested a number of datasets available including satellite observations from the Atmospheric 

Chemistry Experiment-Fourier Transform Spectrometer (ACE-FTS), CTMs simulations and in situ 

measurements, for the purpose of the optimization of a retrieval strategy for C2H6 for the Jungfraujoch 

station (see Chapter 5). 
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Figure 3.5. Vertical distribution of ethane above the Jungfraujoch station (left panel) and their associated relative 
standard deviation (right panel). The bottom panel shows EMEP [European Monitoring and Evaluation Programme, 
http://www.emep.int/] in situ gas chromatography surface measurements at the Rigi station (47.07 °N, 8.45 °E, 1031 
m a.s.l., at a distance of 68 km from the Jungfraujoch station). Pink crosses is the a priori profile issued from the 
CHASER 3D Chemical Transport Model [Sudo, 2002] developed at the Center for Climate System Research, University 
of Tokyo/National Institute for Environmental Studies (NIES). Chemical Transport Model v.2 and v.3 from the Center 
for International Climate and Environmental Research Oslo (CICERO, Oslo, Norway) and the university of Oslo 
[Berntsen and Isaksen, 1997] are plotted in dark and light green crosses, respectively. The grey crosses are a zonal 
mean (for the 41-51°N latitude band) of 771 occultations recorded by the ACE-FTS instrument between the 2nd of 
November in 2004 and the 8th of February in 2011 extending from 8.5 to 20 km. The profile extension down to the 
Jungfraujoch altitude, 3.58 km, is based on EMEP in situ measurements while the upper extension to 100 km is based 
on the WACCM model climatology. 

 

From Figure 3.5, we see that all dataset available provide a wide range of mixing ratio vertical distribution 

for ethane. Indeed, the version 6 of the WACCM model provides the lowest mixing ratio with 277 ppt while 

with 1590 ppt the version 5 of the same model is the highest mixing ratio value for ethane at the altitude 

of Jungfraujoch. Moreover, the variability of ethane associated to all model-based vertical profiles show a 

wide range of values more specifically around the tropopause altitude. The challenge is therefore to 

choose the vertical a priori distribution that will prevent SFIT to produce oscillating retrieved profiles while 

maximizing the vertical sensitivity and information content. 

 

In addition to the a priori vertical distribution of the interfering gases considered in the retrieval, a 

covariance matrix, accounting for the relative standard deviation associated to the a priori profile needs 

to be specified. This covariance matrix will then establish a statistical value range within which the SFTI-2 

algorithm is allowed to adjust the vertical distribution of the target gases. Ideally, the a priori full 
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covariance matrix, 𝑺𝑎, should express the natural variability of the target gas. However, because of a lack 

of data, a full matrix is often not available and simplest matrices, such as pure diagonal or ad hoc matrices, 

are used. Extra-diagonal elements of the 𝑺𝑎 matrix expresses the fact that an inter-layer correlation (ILC) 

exists between the concentrations of the target gas at different altitudes. For example, the SFIT-2 

algorithm allows us to introduce such extra-diagonal elements by defining a Gaussian or an exponential 

inter-correlation with selected length. The first case is the most commonly used. However, while a 

covariance matrix built from climatological data is more realistic, we may need to palliate a lack of data to 

construct a reasonable a priori through a retrieval constraint. 

 

d- Forward model parameters 

It may be required for an optimized retrieval to adjust additional parameters that are not necessarily 

perfectly known by the user. For example, parameters such as the wavenumber shift or background curve 

parameters (e.g. slope and curvature) are comprised in the forward model parameters. In addition, SFIT-2 

allows for the use of an effective apodisation function that expresses the stability of the mirror while it 

moves assessing for the good alignment of the instrument through a recording. The effective apodisation 

function can either be defined as a polynomial function of degree N, as a Fourier series of order N or as 

any other tabulated function. The effective apodisation parameter (EAP) gives the value of the effective 

apodisation function at the maximum OPD. Consequently, an EAP value close to 1.0 indicates a 

well-aligned instrument. Therefore, the retrieval of the EAP, as allowed by SFIT-2, ads to the list of adjusted 

model parameters. As an example, for the retrieval of methanol in chapter 4, the EAP has been adjusted. 

 

3.2.1.2. Retrieval and constraints 

As described in Rodgers, 2000 and summarized in Sussmann et al., 2007, the inverse problem consists in 

finding the best estimator of the true target profile, through the forward model 𝐹 that maps from the true 

state into the measurement and knowing the a priori information and the measurement vector 𝒚. The 

forward model is defined as: 

 

 𝐹(𝒙, 𝒃) = 𝒚 + 𝜺 − 𝛥𝒇 (3.1) 

where 𝒃 is the forward model parameters, 𝜺 is the measurement noise and Δ𝒇 the error in the forward 

model relative to physics. On the other hand, the true physical relation between the measurement vector 

𝒚 and the true target profile, 𝒙 is described by the forward function 𝑓: 

 

 𝒚 = 𝑓(𝒙, 𝒃, 𝒃′) + 𝜺 (3.2) 

where 𝒃′represents all forward function parameters which are ignored in the construction of 𝐹. For FTIR 

measurements, the measurement vector 𝒚  corresponds to an intensity measured in function of the 

wavelength within the window(s) limits. In addition, the forward model parameters are not always 

perfectly known by the user, like spectroscopic parameters or parameters related to the instrument.  

 

Since the forward model 𝑭 is nonlinear, the optimal solution is iteratively reached by use of the Gauss-

Newton method starting from the a priori state and until the difference between the measurement and 
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the calculated state, i.e. the residuals, is minimized. The contribution of the a priori state is then balanced 

by a regularization term. This regularization term, 𝑹 ∈ ℜ𝑛×𝑛, a square matrix of dimension 𝑛 (being the 

number of layers of the atmospheric model, see 3.2.1.1.) allows us to add information about the shape of 

the retrieved profile. In the following, we present 3 types of 𝑹, the simple scaling operation, the optimal 

estimation [Rodgers, 1976] and the Tikhonov regularization [Tikhonov, 1963]. 

 

a- Simple scaling 

When the regularization term is the identity matrix 𝑰, the retrieved profile is obtained by applying a 

simple scaling operation to the a priori profile 𝒙𝒂. This scaling operation is often applied for lower-

resolution spectra or for minor interfering retrieved species. 

 

b- Optimal Estimation Method (OEM) 

The OEM is a climatological constraint where 𝑹 is setup using the relation: 

 

 𝑹 = 𝑺𝑎
−1 (3.3) 

where 𝑺𝑎 ∈ ℜ𝑛×𝑛 is the a priori covariance matrix. In the ideal case, 𝑺𝑎 is a climatological covariance 

constructed from an ensemble of true profiles covering the full range of possible atmospheric states 

(see previous section). The optimal estimation method has been used in this work for the retrieval of 

both methanol and ethane (see the second part of this work). 

 

c- Tikhonov regularization 

In the case of the Tikhonov regularization, a smoothing constraint, 𝑹 is setup using the relation: 

 

 𝑹 = 𝛼 𝑳𝑇 𝑳 (3.4) 

where 𝛼 is the strength of the constraint and 𝑳 is the constraint operator. For example, the first-order 

operator 𝑳1 

 

 𝑳1 = (

−1 1 0 ⋯ 0
0 −1 1 ⋱ ⋮
⋮ ⋱ ⋱ ⋱ 0
0 ⋯ 0 −1 1

) ∈ ℜ𝑛×(𝑛−1) (3.5) 

constrains the shape of the retrieved profile but not its absolute values which are determined by the 

measurement. The following discussion is restricted to two limiting cases of 𝛼 values: 

 

 𝛼 → ∞ represents an infinitely strong constraint to the profile shape and a zero constraint to the 

absolute value of the profile scaling factor which is equivalent to a simple profile scaling, 

 

 𝛼 → 0 describes a retrieval without any regularization. The retrieval will then provide a perfect 

fit without any residuals but will show strong ungeophysical profile oscillations. 
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In between, when using the Tikhonov regularization, the 𝛼 values can be tuned to target a given 

Degree of Freedom for Signal (DOFS). For example, it has been established within the NDACC network 

that the regularization strength of the methane retrieval strategy would be optimized so that the 

DOFS reaches a mean value of approximately 2  [Sussmann et al., 2011]. 

 

 

The difference between the climatological OEM constraint and the smoothing Tikhonov regularization is 

that the determination of the absolute values is done through the information that is, for the latter, 

located in the measurement and not in the constraint. While the climatological constraint is more realistic, 

since it is based on actual measurements, the smoothing regularization can palliate a lack of data to 

construct reasonable a priori and help us avoid the appearance of non-geophysical oscillations in the 

retrieved profiles. 

 

3.2.2. Information content 

An effective way to express the ability of the observations to constrain the true values to be retrieved is 

with the averaging kernel matrix 𝑨 = 𝜕�̂� 𝜕𝒙⁄ , representing the sensitivity of the retrieved profile 𝑥 to the 

true profile 𝑥 . 𝑨 is the product of the gain matrix 𝑮𝒚 = 𝜕�̂� 𝜕𝒚⁄  and the Jacobian matrix 𝑲𝒙 = ∇𝑥𝐹 =

𝜕𝒚 𝜕𝒙⁄  which respectively expresses the sensitivity of the retrieved profile to the measurement and the 

sensitivity of the observation variables 𝒚 to the true state 𝒙 : 

 

 𝑨 = 𝑮𝒚 𝑲𝒙 (3.6) 

 

A simplified way to define the retrieved profile would then, according to [Jacob, 2007], be: 

 

 �̂� = 𝑨 𝒙 + (𝑰𝒏 − 𝑨)𝒙𝒂 (3.7) 

where 𝐼𝑛 is the identity matrix of dimension 𝑛. 𝐴 is a weighting factor for the relative contributions to the 

retrieval from the true profile versus the a priori profile. The first term of (3.7) represents the contribution 

of the true state to the solution while the second term illustrates the contribution from the a priori. A 

perfect observational system would have 𝑨 = 𝑰𝒏 while where 𝑨 = 0, the retrieved profile merges with 

the a priori profile. Since our observational system is not ideal, the rows and columns of the averaging 

kernel matrix will represent peaked functions (see Figure 3.6), with the width of the peak being a 

qualitative measure of the vertical resolution of the observing system [Rodgers, 1990]. In the process of 

optimizing the retrieval strategy, a careful and systematic inspection of the averaging kernels is performed 

to assess the quality of the retrieval and determine the best strategy. 
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Figure 3.6. Right panel shows first eigenvectors and associated eigenvalues while individual averaging kernels for 
each layer between the 3.58 and 35.3 km altitude range and total column averaging kernel (orange dashed line; 

divided by 10 for visibility purpose) characterizing the FTIR retrievals of CH4 at the Jungfraujoch station. The 
information content has been established on the basis of all the individual retrieved profiles from fall measurements 

throughout the 2000–2013 time span. 

 

The trace of the 𝑨  matrix provides the Degree Of Freedom for Signal (DOFS), i.e. the number of 

independent pieces of information that can be retrieved from the retrieval also called the information 

content of a retrieval. On the other side, eigenvectors of 𝑨  and their associated eigenvalues (see 

Figure 3.6) allow us to quantify the contribution of the a priori to these independent pieces of information. 

It implies that eigenvalues equal or close to 1 characterizes a piece of information completely coming from 

the measurement and thus independent of the a priori. Oppositely, eigenvalues close to zero mainly 

reproduce the a priori state. 

 

Since it gives information about the observational system, the averaging kernel matrix is also essential to 

compare two different datasets collected by different observation system used to determine 𝒙. The 

difference in sensitivity between two observational systems has to be accounted for before performing 

any comparison. According to [Connor et al., 1994], one way to proceed is to “degrade” the resolution of 

the vertical profile 𝒙𝒉 characterized by the higher resolution for it to match the lower-resolution vertical 

profile’s resolution in order to obtain a smoothed version 𝒙𝒔 of it: 

 

 𝒙𝒔 = 𝒙𝒂 + 𝑨 (𝒙𝒉 − 𝒙𝒂) (3.8) 

in which the 𝑨  matrix is the averaging kernels of the lower resolution observational system. This 

smoothing allows us to represent the retrieved vertical profile that would be observed by the 

observational system with the higher resolution if this instrument was set in the same observational 
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conditions as the lower observational system. This smoothing is mandatory for comparisons between 

observations and model data since models usually provide results with a greater vertical resolution than a 

ground-based instrument1. 

 

3.3. Error budget 

In the framework of this work, a method for error analysis [Bader et al., 2014; Franco et al., 2015a, 2015b] 

has been established for the Groupe Infrarouge de l’Atmosphère Physique et Solaire (GIRPAS, Institute of 

Astrophysics and Geophysics, University of Liège, Belgium, http://girpas.astro.ulg.ac.be,) that combines 

the classical formulation of error analysis of remote sounding by Rodgers [1990] and a perturbation 

method. 

 

3.3.1. Rodgers formalism 

According to Rodgers [1990, 2000], the retrieved target profile 𝑥 is related to the true target profile 𝑥 via 

the relation: 

 

�̂� − 𝒙 = (𝑨 − 𝑰)(𝒙 − 𝒙𝒂) smoothing error (3.9) 

+ 𝑮𝒚𝑲𝒃(𝒃 − �̂�) model parameter error  

+𝑮𝒚𝛥𝑓(𝒙, 𝒃, 𝒃′) forward model error  

+𝑮𝒚 𝜺 retrieval noise  

 

where 𝑨 = 𝜕�̂� 𝜕𝒙⁄  is the averaging kernel, 𝑲𝒃 = 𝜕𝐹 𝜕𝒃⁄  expresses the sensitivity of the measurement to 

the forward model parameters,  𝑮𝒚 = 𝜕�̂� 𝜕𝒚⁄  is the gain matrix representing the sensitivity of the 

retrieved profile to the measurement, and 𝑥𝑎 represents the a priori profile. 

 

First, the smoothing error expresses the uncertainty related to finite vertical resolution of the remote 

sounding system. Regarding the model parameter error, it accounts for the difference between the true 

value of the forward model parameters, represented by 𝒃, and �̂�, our best estimate of the latter. On the 

other hand, the forward model error is based on the relation between the forward model 𝐹  and the 

forward function 𝑓: 

 

 𝛥𝑓(𝒙, 𝒃, 𝒃′) = 𝑓(𝒙, 𝒃, 𝒃′) − 𝐹(𝒙, 𝒃) (3.10) 

 

and expresses the error in the forward model relative to real physics. Finally, measurement noise is 

described by the error term 𝜀 and represents the contribution from the random observational error. 

 

 

 

                                                           
1 Indeed, this method has been applied in Chapter 6 for the comparison of methane results from FTIR ground-based 
observations and from the GEOS-Chem Chemical Transport Model. 
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3.3.2. Perturbation method 

The perturbation method developed considers the worst identified case scenario and thus gives a 

maximum error on the retrieved columns [Bader et al., 2014; Franco et al., 2015a, 2015b]. A 

non-exhaustive list of the most common parameters considered includes systematic errors, such as the 

spectroscopic line parameters or the misalignment of the instrument, while uncertainty on the 

temperature and on the solar pointing is considered to be source of random error. If relevant, other 

parameters may be included within the error budget. As an example, one can quantify the impact of the 

choice of the target species a priori profile on the retrieved columns with a perturbation method by fitting 

a subset of representative spectra with other reliable a priori [Franco et al., 2015a, 2015b]. 

 

Errors on the retrieved columns to line intensity uncertainties have been addressed with the Error_spec 

code. Error_spec has been specifically developed in the framework of this thesis to produce linelist files 

with incremented and decremented line intensities (or air-broadening width). To this end, Error_spec 

reads the uncertainty indices corresponding to the lines of the target species as detailed in [Table 5 of 

Rothman et al., 2005] to assume the maximum errors associated to it. This way, replacing the 

spectroscopic linelists by the incremented linelists enables us to quantify the impact of the line intensity 

−or air-broadening width– on the retrieved columns. 

 

In addition, we accounted for an error of 10% on the instrument alignment at the maximum path 

difference and for a 0.2° error in the solar pointing. The uncertainty on the pressure−temperature profiles 

is provided by NCEP, i.e. 1.5 °C up to 20 km, 2 °C up to 30 km, 5 °C near 35 km and then progressively 

increasing up to 9 °C at 50 km. By comparing the two official NDACC algorithms, Hase et al. [2004] and 

Duchatelet et al. [2010] have established that the forward model may induce a maximum error of 1% on 

the retrieved columns for a suite of tropospheric and stratospheric FTIR target gases with either broad or 

narrow absorption lines. 

 

When water vapor is a strong absorber in the retrieved spectral window(s) and since it shows a great intra-

annual variability, the impact of the choice of the a priori state of the water vapor profile may contribute 

to the random component of the error budget. Indeed, it is of great importance on the error budget as the 

interfering species (H2O in this case) need to not be correlated to the target gas. For the Jungfraujoch 

station, the perturbation corresponds to the variation of the slope of the tropospheric H2O and HDO a 

priori mixing ratio profiles simulated by WACCM by a factor 2 [Duchatelet, 2011; Franco et al., 2015a, 

2015b]. This latter corresponds approximately to the change of slope when taking the 2-σ standard 

deviation limits around the annually-averaged H2O mixing ratio profile retrieved above the ISSJ according 

to [Sussmann et al., 2009]. 

 

Through this work, the primary objective was to develop and optimize retrieval strategies for methane, 

ethane and methanol from solar observations recorded at the Jungfraujoch station. The development and 

optimization of a retrieval strategy includes: systematic search for and evaluation of absorption lines of 

the target species and determination of the best combination of spectral windows, spectroscopic linelist 

(for the target and interfering species), a priori mixing ratio profile, retrieval constraint, among others in 
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order to limit the interferences, minimize the residuals and maximize the information content and thus 

maximize the altitude sensitivity range. In addition, the method for error analysis is performed on each 

available combination of parameters and serves as an indicator for the selection of the best retrieval 

strategy to be employed. 

 

3.4. The Jungfraujoch station 

Results presented in the second part of this work include or are based on ground-based FTIR observations 

performed at the International Scientific Station of the Jungfraujoch (ISSJ). The ISSJ (Figure 3.7, Swiss Alps, 

46.55° N, 7.98° E, 3580 m a.s.l.) is located on the saddle between the Jungfrau (4158m a.s.l.) and the 

Mönch (4107m a.s.l.) summits. This research station offers unique conditions for infrared solar 

observations because of weak local pollution (no major industries within 20 km) and very high dryness due 

to the high-altitude (in dry conditions around two-thirds of water vapor lies below the altitude of 3.6 km) 

and the presence of the Aletsch Glacier in its immediate vicinity. Indeed, the amount of water vapor (H2O), 

a strong absorber in the infrared that often interferes with absorption features of other telluric gases, can 

be as low as twenty times less than at sea level. The ISSJ allows us to investigate the atmospheric 

background conditions over central Europe and the mixing of air masses between the planetary boundary 

layer and the free troposphere [Reimann, 2004]. 

 

Figure 3.7. The Jungfraujoch station. [Grindelwald Tourismus, 2015] 

 

In 1950, M. Migeotte (ULg) started pioneering infrared solar observations at the Jungfraujoch, with a 1 m 

focal length grating spectrometer reaching resolutions going from 0.12 to 0.40 cm-1. At this stage, 

resolutions were high enough to record strong features characteristic of minor constituents of the Earth's 

atmosphere, like methane, CH4 [Nielsen and Migeotte, 1952] or carbon monoxide, CO [Migeotte and 

Neven, 1950]. Eight years later, L. Delbouille and G. Roland installed a more efficient 7.3 m focal length 

grating spectrometer. This instrument, receiving solar light from a coelostat installed outside on the 

observatory terrace, was mainly used to systematically record observations for the production of two solar 

spectrum atlases in the infrared, visible and near-UV [Delbouille and Roland, 1963; Delbouille et al., 1973]. 



Chapter 3 – Atmospheric composition monitoring 

50 
 

Forty years ago, R. Zander (ULg) detected the presence of hydrogen fluoride in the atmosphere from 

infrared solar spectra recorded by the Liège group with a double-pass 2.5-meter focal length grating 

instrument during a stratospheric balloon flight over Texas (USA) in 1974 [Zander, 1975], demonstrating 

that the products issued from the photodissociation of CFCs reach the stratosphere. Detection of HF in the 

atmosphere in addition to the identification of the catalytic cycles involved in stratospheric ozone 

depletion [Crutzen, 1970; Johnston, 1971; Molina and Rowland, 1974; Stolarski and Cicerone, 1974] 

prompted the ULg scientists to resume their atmospheric‐oriented observations at the Jungfraujoch 

station, to monitor the abundance of gases such as HCl, HF and CH4. 

 

To this end, in 1976, the Jungfraujoch 7.3 m focal length double-pass spectrometer was equipped with a 

special grating and a liquid nitrogen-cooled InSb detector for solar observations to be extended in the 

infrared, out to about 5.4 μm. It achieved spectral resolution of nearly 0.02 cm-1 and signal-to-noise ratio 

of up to 250. Narrow infrared spectral windows encompassing isolated lines of HF, HCl, N2O, CH4 and NO2 

have been regularly recorded with this instrument until 1989. 

 

The need for larger signal-to-noise ratios allowing to detect and quantify an increasing number of 

chemically important trace gases present at very low concentrations required the design, development 

and adoption of a Fourier Transform Spectrometer [Roland, 1965; Malbrouck, 1977]. In particular, a 

Connes-type [Connes, 1971] stepping-mode FTIR spectrometer of 1 m optical path difference (ultimate 

spectral resolution of 0.005 cm-1) equipped with a lead-sulphide detector (PbS) was developed at ULg and 

installed at the coudé focus of the Jungfraujoch telescope in 1974. It was successfully operated for 

recording infrared solar spectra from about 1 to 3 μm [Malbrouck, 1977]. However, the stepping mode 

allows for slow scanning speed and was not adequate for fast observations needed in atmospheric 

composition studies at low solar height observations. Indeed, in order to observe weakly absorbing trace 

gases, long atmospheric slant paths are more convenient. 

 

In 1978, improvements of that instrument such as an extension of the spectral infrared coverage out to 

14 μm, a doubling of the optical path difference, to reach a spectral resolution of 0.0025 cm-1 (see 

Figure  3.8), and a scanning speed increase by a factor 100 obtained by adopting a continuous scanning 

mode instead of the stepping one were designed [Delbouille and Roland, 1995]. This upgraded home-made 

FTIR instrument was tested then put into regular operation in 1984. The double-pass grating spectrometer 

was retired in 1989, allowing for regular comparisons between results obtained with the homemade and 

the double-pass grating spectrometers over up to 5 years [Zander et al., 2008]. 
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Figure 3.8. Spectrum from the DPGS (upper frame) and FTIR (lower frame) spectrometers on the 2912.5−2916.4 cm-1 
domain recorded respectively on the 24th of April 1987 and on the 18th of April 2003, with solar zenith angle of 

76.12 ° and 76.16 °, respectively. 

 

In 1990, as a result of the creation of the Network for the Detection of Stratospheric Change (NDSC, 

currently known as the Network for Detection for Atmospheric Change Composition or NDACC since 2005, 

the slow scanning speed and low throughput Double-Pass Grating Spectrometer (DPGS) was replaced by 

an FTIR instrument, namely a commercial Bruker IFS-120 HR, achieving an ultimate spectral resolution of 

0.001 cm-1 and a signal-to-noise ratio exceeding several thousands. Intercomparison tests between the 

homemade and the Bruker FTIR systems were useful in assessing any level of biasing between retrieved 

column abundances from simultaneous observations. Currently, infrared spectral domains covered by the 

Bruker FTIR spectrometer allows for short-, middle- and long-term study, of the evolution of more than 
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25 atmospheric species such as detailed in Table 3.1. Regular observations with both the homemade and 

the Bruker spectrometer in addition to the double-pass grating spectrometer gather a unique worldwide 

collection of solar observations of more than 45 000 spectra that covers more than 39 years of 

uninterrupted IR monitoring. Figure 3.9 illustrates harmonized total column time series of methane above 

Jungfraujoch from Bader [2011] as retrieved from observations recorded with different instruments such 

as the double-pass grating spectrometer and both FTIR instruments in addition to historic CH4 observations 

from [Zander et al., 1989]. 

 

 

Figure 3.9. Harmonized long-term time series of methane above Jungfraujoch from [Bader, 2011]. Methane total 
column retrieved from (i) the Bruker IFS-120 HR spectrometer (dark red circles), (ii) the homemade spectrometer 

(grey diamonds), (iii) the Double-Pass Grating Spectrometer (yellow and blue squares, and blue and pink triangles), 
and (iv) historic observations (dark yellow down triangles) with their associated uncertainties (black bars) from 

[Zander et al., 1989]. 

 

Climate-relevant, i.e. greenhouse gases 

as support to the Kyoto protocol 
H2O, CO2, (a)CH4, N2O, CF4, SF6 

Ozone-relevant 

as support to the Montreal protocol 

O3, NO, NO2, HNO3, ClONO2, HCl, HF, COF2, CFC-11, 

CFC-12, HCFC-22, HCFC-142b, CCl4 

Air quality, biomass burning,… 
CO, (b)CH3OH, (c)C2H6, C2H2, C2H4, HCN, HCHO, 

HCOOH, NH3 

Others 
OCS, N2, many isotopic forms (HDO, CH3D, 13CH4, 

13CO,…) 

Table 3.1. Atmospheric species currently targeted at the ISSJ. [Mahieu et al., 2015]. (a) See chapter 6. (b) See 
chapter 4. (c) See chapter 5. 
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3.5. Atmospheric monitoring: other datasets involved 

This section provides a brief description of the several datasets used through the second part of this work 

for comparisons with our FTIR results. They comprise both observations and model simulations. 

 

3.5.1. Observations 

2.5.1.1. The NDACC network 

The international Network for the Detection of Atmospheric Composition Change 

(http://www.ndacc.org/) is composed of more than 70 high-quality, remote-sensing research stations 

worldwide for observing and understanding the physical and chemical state of the atmosphere, for 

gauging the atmospheric composition changes and for assessing its impact on global climate or air quality. 

The NDACC network is divided into 9 working groups, each one associated to one type of instrument that 

were selected on the basis of their remote-sensing capabilities and their demonstrated stability for 

long-term operation (for details of site locations and operating equipment, see http://www.ndacc.org). 

 

In 1986, the decision was made to set up a Network for the Detection of Stratospheric Change (NDSC) in 

support of the 1985 Vienna Convention for the Protection of the Ozone Layer. This ground-based long-

term measuring network was designed to provide the earliest possible detection of changes in the 

composition and structure of the stratosphere and to understand the causes of those changes. After five 

years of planning, instrument design and implementation, the NDSC began network operations in January 

1991. As Kurylo [1991] mentioned, the network's short-term goals are: to study the temporal and spatial 

variability of atmospheric composition and structure, to provide the basis for ground truth and 

complementary measurements for satellite systems, and to critically test multidimensional stratospheric 

models and provide the broad data base required for improved model development. 

 

While the NDSC remained committed to monitoring changes in the stratosphere with an emphasis on the 

long-term evolution of the ozone layer, as a result of its increasing capabilities of monitoring tropospheric 

source gases, its priorities have broadened considerably to encompass issues such as the detection of 

trends in overall atmospheric composition and understanding their impacts on the stratosphere and 

troposphere, and establishing links between climate change and atmospheric composition [Zander et al., 

2008]. In 2005, the NDSC formally supported the Kyoto Protocol by extending the range of target species 

to atmospheric components targeted by the Kyoto Protocol. Consequently, in 2005, the NDSC has been 

renamed Network for the Detection of Atmospheric Composition Change (NDACC). 

 

Among the 9 working groups, the Infrared Working Group (IRWG, https://www2.acom.ucar.edu/irwg) 

represents a worldwide network of infrared Fourier-transform spectrometers. It is a multi-national 

collection of over twenty high resolution spectrometers that regularly perform ground-based solar 

observations in order to record the atmospheric absorption spectrum from sites distributed from pole to 

pole. The Figure 3.10 displays the measurements stations which are affiliated to the NDACC as part of the 

infrared working group. 
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Figure 3.10. Map of measurement stations as part of the NDACC Infrared working group. From Dr. D. Feist, Max 
Planck Institute for Biogeochemistry, Jena, Germany. 

 

3.5.1.2. ACE-FTS 

The SCISAT-1, also known as the Atmospheric Chemistry Experiment [ACE, Bernath et al., 2005], is a 

Canadian satellite mission whose concept is based on the successful ATMOS (Atmospheric Trace Molecule 

Spectroscopy) instrument that first flew as part of the Spacelab 3 (SL-3) Space Shuttle in 1985 and three 

times on the ATLAS (Atmospheric Laboratory for Applications and Science) space shuttle missions [Gunson 

et al., 1996] for remote sensing of the Earth's atmosphere. The ACE was launched into low Earth circular 

orbit (650 km) and at a high inclination (74°) in August 2003, benefiting of a coverage of tropical, mid-

latitude, and polar regions. ACE aims to understand the chemical and dynamical processes that control the 

distribution of ozone in the stratosphere and upper troposphere, particularly in the Arctic, to explore the 

relationship between atmospheric chemistry and climate change, to study the effects of biomass burning 

on the free troposphere and to measure aerosols and clouds to reduce the uncertainties in their effects 

on the global energy balance. 

 

Figure 3.11. Solar occultations as performed by ACE-FTS. http://www.ace.uwaterloo.ca/solar_occultation.html. 
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The main instrument onboard ACE is a Fourier Transform Spectrometer (FTS) built by ABB-Bomem and 

equipped with two detectors (InSb and HgCdTe) that covers from 750 to 4400 cm-1 with a high resolution 

of 0.02 cm-1 to measure vertical distribution of trace gases and temperature. As illustrated in Figure 3.11, 

during sunrise and sunset, the FTS measures sequences of atmospheric absorption spectra in the limb 

viewing geometry with different slant paths and tangent heights. As described in Bernath et al., [2005], 

the ACE-FTS measurement sequence during a sunset occultation starts with the suntracker pointing to 

deep space to record a set of instrument self-emission spectra. The deep space spectra are followed by a 

set of high sun reference spectra obtained by pointing to the center of the sun, and then a sequence of 

occultation spectra starting at 150 km tangent altitude are obtained at a rate of one scan every 2 s as the 

sun sets. These spectra are then inverted into vertical profiles of atmospheric constituents, with a vertical 

resolution of about 4 km from the cloud tops up to about 150 km. 

 

3.5.1.3. in situ GC-MS surface measurements 

The Jungfraujoch station also welcomes continuous gas chromatography-mass spectrometry (GC-MS) 

measurements of gases performed by the Laboratory for Air Pollution and Environmental Technology, 

Swiss Federal Laboratories for Materials Testing and Research (EMPA) in the framework of the Global 

Atmosphere Watch (GAW) program of the World Meteorological Organization (WMO, www.wmo.int). 

 

The gas-chromatography coupled with mass spectrometry is a technique that allows for a qualitative and 

quantitative analysis of several components found within the initial sample. Gas chromatography is an 

analytical separation technique used to analyze volatile substances in the gas phase such as air samples. 

Through this separation technique, the components of a sample are separated by dragging of a mobile 

phase through a stationary phase. The separation will then occur either by the successive adsorption and 

desorption on the stationary phase or by a difference of solubility into each phase. Regarding mass 

spectrometry, this analytical chemistry technique allows the quantification of a sample’s composition by 

measuring the mass-to-charge ratio. Indeed, in a typical mass spectrometry procedure, the sample is 

ionized and the formed ions are separated according to their mass-to-charge ratio. 

 

Networks involved in monitoring the atmosphere composition with either continuous or flask gas 

chromatography MS measurements at the surface, include the Earth System Research Laboratory from 

the National Oceanic and Atmospheric Administration (NOAA/ESRL, Boulder, CO, USA, 

http://www.esrl.noaa.gov/gmd/), the Advanced Global Atmospheric Gases Experiment (AGAGE; 

Massachusetts Institute of Technology, Cambridge, MA; https://agage.mit.edu/) and the GAW 

programme. The NOAA/ESRL formerly known as the Climate Monitoring and Diagnostics Laboratory 

(CMDL) began measurements of climatically important gases on an expanded scale in the mid-1970s. The 

measurement program includes around the clock measurements at 4 baseline observatories and 8 tall 

towers, air samples collected at more than 50 sites, and air samples collected regularly from small aircraft 

mostly in North America. Its mission involves answering key scientific questions in climate forcing, ozone 

depletion, and air quality. AGAGE has been measuring the composition of the global atmosphere 

continuously since 1978 from its 14 coastal or mountain stations around the world. The GAW programme 

(http://www.wmo.int/pages/prog/arep/gaw/gaw_home_en.html) is a partnership involving 30 global and 

http://www.esrl.noaa.gov/gmd/
https://agage.mit.edu/
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more than 400 regional atmospheric research stations in 80 countries created in 1989 by the consolidation 

of two observing networks established during the in 1950s. The three of them share the same objective to 

provide reliable and accurate measurements of trace gases and information on the chemical composition 

of the atmosphere, its natural and anthropogenic change. The data collected therefore help to improve 

the understanding of interactions between the atmosphere, the oceans and the biosphere. 

 

3.5.2. Models 

In the second part of this work, model simulations are used as support to interpret our observations and 

results interpretation. This section provides a quick overview of the models involved in the studies 

presented in the second part while a more complete description of the simulations employed will be given 

when mentioned. 

 

3.5.2.1. WACCM 

The Whole Atmosphere Community Climate Model [WACCM; Chang et al., 2008; 

https://www2.cesm.ucar.edu/working-groups/wawg] is a circulation model developed at the National 

Center for Atmospheric Research (NCAR, Boulder, CO). Chemistry and tracers are calculated using the 

Model for Ozone and Related Tracers (MOZART), while mesospheric and thermospheric physics are 

implemented from the Thermosphere Ionosphere Mesosphere Electrodynamics General Circulation 

Model (TIME-GCM). The model spans the range of altitude from the surface to 140 km. 

 

Within the IRWG, in the use of WACCM outputs for a priori vertical distribution of atmospheric 

constituents to retrieve is recommended with the aim of using an harmonized and consistent set as a priori 

profiles for all sites. The vertical distributions are built from monthly WACCMv6 averaged over the 1980-

2020 time period and then interpolated to each site from the model output. It includes more than 90 

species including major greenhouse gases and air pollutants. Currently, the latest version of WACCM, i.e. 

version 6, should replace all previous version. However, we will show in chapter 5 that in order to develop 

a retrieval strategy optimized for a specific station (the Jungfraujoch station in our case) WACCM may not 

provide the best results in terms of residuals, information content and retrieved vertical profiles. 

Therefore, it may be required to use additional datasets such as other models and/or observations 

 

3.5.2.2. IMAGES 

The Intermediate Model of the Annual and Global Evolution of Species [IMAGES; Müller and Brasseur, 

1995, 1999] is a global three-dimensional chemical transport model which extends from the surface to the 

lower stratosphere on 25 vertical levels (up to the pressure of 50 hPa or approximately 22.5 km). IMAGES 

is run at a resolution of 5° in latitude and longitude with a time step equal to 6 hours. The model simulates 

the concentration of 59 long- and short-lived atmospheric constituents through a chemical mechanism 

including 133 gas-phase reactions, 29 photodissociations, and 3 heterogeneous reactions on the surface 

of sulfate aerosols. Large-scale transport parameters are driven by averaged climatological fields from the 

European Centre for Medium-Range Weather Forecasts (ECMWF, http://www.ecmwf.int/). 

 

http://www.ecmwf.int/
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3.5.2.3. CHASER 

The CHemical AGCM for Study of atmospheric Environment and Radiative forcing model [CHASER; Sudo, 

2002; Sudo and Akimoto, 2007], has been developed mainly in the Nagoya University and the Japan Agency 

for Marine-Earth Science and Technology (JAMSTEC) in the framework of the Model for Interdisciplinary 

Research on Climate-Earth System Model, MIROC-ESM-CHEM [Watanabe et al., 2011]. CHASER is a 

chemistry coupled climate model used in cooperation with the aerosol component model SPRINTARS 

[Spectral Radiation-Transport Model for Aerosol Species; Takemura, 2005]. It studies tropospheric ozone 

and related chemistry and their impact on climate by simulating detailed chemistry in the troposphere and 

stratosphere with an on-line aerosol simulation including production of particulate nitrate and secondary 

organic aerosols. 

 

3.5.2.4. GEOS-Chem 

GEOS-Chem [Bey et al., 2001a; www.geos-chem.org] is a global 3-D CTM for atmospheric composition 

driven by meteorological input from the Goddard Earth Observing System (GEOS) of the NASA Global 

Modeling and Assimilation Office and managed by the GEOS-Chem Support Team, based at Harvard 

University and Dalhousie University with support from the US NASA Earth Science Division and the 

Canadian National and Engineering Research Council. The model supports input data from GEOS-4 

(1° x 1.25° horizontal resolution, 55 vertical levels), GEOS-5 (0.5° x 0.666°, 72 levels), MERRA (0.5° x 0.666°, 

72 levels), and GEOS-FP (0.25° x 0.3125°, 72 levels, starting in April 2012). The GEOS meteorological data 

archive has a temporal resolution of 3 hours (MERRA, GEOS-FP) or 6 hours (GEOS-4, GEOS-5). 

 

GEOS-Chem simulations can be conducted at the native resolution of the GEOS fields or at coarser 

resolution (2° x 2.5° or 4° x 5°). Standard GEOS-5 and GEOS-FP nested windows for aerosol-oxidant 

simulations are available for East Asia [Chen et al., 2009], North America [van Donkelaar et al., 2012; Zhang 

et al., 2012], and Europe [van Donkelaar et al., 2013]. 

 

GEOS-Chem includes detailed HOx-NOx-VOC-ozone-BrOx tropospheric chemistry as originally described by 

[Bey et al., 2001a] and with addition of BrOx chemistry by Parrella et al., [2012]. GEOS-Chem simulation 

modes consists of a full chemistry, tagged CO [Bey et al., 2001b], tagged Ox, tagged CH4 [Wang, 2004; 

Wecht et al., 2014], offline aerosols and CO2 [Suntharalingam, 2004]. 
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Chapter 4 − Methanol 

4.1. Introduction 

The primary challenge on the methanol study was to develop a retrieval strategy optimized for 

observations recorded at the Jungfraujoch station. The development of a methanol retrieval strategy 

included testing of numerous inversion strategies (see Table 4.0) for evaluation of methanol absorption 

lines as used in previous studies [Dufour et al., 2007; Rinsland et al., 2009; Vigouroux et al., 2012] and 

determination of the best combination of spectral windows, the solar zenith angle range, the methanol a 

priori mixing ratio profile [Chang et al., 2008], and the signal-to-noise ratio for inversion, among others. 

The successive tests for an optimized retrieval strategy were based on a subset of 314 spectra covering 

the year 2010, representative of each season and of the range of solar zenith angle. We selected the best 

strategy on the basis of minimum interferences, minimum residuals and maximum information content. 

In addition, a systematic and careful error budget has been determined further guiding the choice of the 

best retrieval strategy for methanol above Jungfraujoch. The evaluations were performed according to the 

method developed through this work and described in section 2.3. This retrieval strategy is the object of 

a paper published in the Atmospheric Measurement and Techniques journal [see next section; Bader et 

al., 2014]. 

 

 

Parameter Number of tests 

Solar zenith angle range 4 

Windows, interfering species to retrieve 14 

Signal-to-noise ratio for inversion 26 

CH3OH a priori profile 8 

Effective apodisation parameter 4 

Other 6 

Total 62 

Table 4.0. Overview of tests performed for the optimization of the methanol retrieval strategy for Jungfraujoch. 

 

 

The evaluation of the combination of spectral windows is based on previous work from the retrieval of 

CH3OH from FTIR observations performed at Kitt Peak [Rinsland et al., 2009], from ACE-FTS occultation 

observations [Dufour et al., 2007] and from FTIR observations at Reunion Island [Vigouroux et al., 2012]. 

We have for the first time –for ground-based FTIR observations– combined several spectral windows, as 

illustrated in Figure 4.0.1. The identification of best window limits and of the interfering species to be 

accounted for has been performed through 14 inversions. Moreover, since the fitting quality is significantly 

different in both windows, values for the signal-to-noise ratio for inversion (SNR) have been selected for 

each window individually. The different SNR for both window has been taken into account in the error 

budget. 
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Figure 4.0.1. Simulation for Jungfraujoch, 80° zenith angle, resolution of 6.1 mK or 0.0061 cm-1. For both windows, 
we display the synthetic spectra for individual contributors (see color codes). HITRAN 2008 and averaged mixing 
ratio profiles based on the WACCM model climatology have been used for the simulations, except for CH3OH for 

which our a priori was used (see 4.2.2.). For clarity, the contributions of each species have been vertically shifted. (a) 
First spectral window used for the retrievals ranging from 992 to 1008.3 cm-1, the red frame shows the 992–998.7 

cm-1 window from Rinsland et al., [2009], the blue frame shows the 984.9–1005.1 cm-1 window from ACE-FTS CH3OH 
retrievals (version 3.5) in addition to supplemental methanol features up to the 1008.3 cm-1 limit in the orange 

frame. (b) The second spectral window defined ranges from 1029 to 1037 cm-1 and is from Vigouroux et al., [2012] 
illustrated by the purple frame. 
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Since the CH3OH absorption lines are quite weak, we needed to restrain the spectra selection from the 

498 observations available for the year 2010 to a specific range of solar zenith angle (SZA). To this end, we 

performed the inversion for the whole SZA range available (Figure 4.0.2) and determined that a minimum 

SZA of 60° is required to reach a DOFS of approximately 1. 

 

 

Figure 4.0.2. DOFS as a function of the solar zenith angle. Blue curve is a second order polynomial fit of data. 

 

Even if Rinsland et al. [2009] showed evidence of a methanol contribution to the spectra from Kitt Peak 

FTIR observations (2090 m a.s.l.), we needed to ascertain that retrieved methanol columns were 

independent of retrieved ozone columns since the Jungfraujoch observations have likely less absorption 

by CH3OH due to the high altitude of the station (3580 m a.s.l.). In fact, as illustrated in Figure 4.0.3, 

retrieved methanol columns are neither correlated with retrieved total columns of O3 nor O3(686) with 

coefficient of determination respectively of 0.0084 and 0.0006. Other parameters have been examined 

and included in the retrieval strategy such as adjustment of the slope and curvature of the spectrum, the 

effective apodisation parameter accounting for the good alignment of the instrument. 

 

Harmonization efforts to include homemade FTIR measurements in order to extend the time series of 

methanol back to 1987 were not conclusive. Indeed, because of their lower signal-to-noise ratio [Mahieu 

et al., 2014], too many CH3OH vertical profiles we retrieved showed strong oscillations associated to 

ungeophysical negative mixing ratio values in the lower-troposphere. Therefore, in [Bader et al., 2014] we 

only presented results retrieved from the Bruker spectrometer. 
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Once the retrieval strategy is optimized and the product characterized in terms of information content and 

uncertainty, we were able to move on with trend and seasonal cycle analysis along with diurnal variations 

with support –and comparison with– from GC-MS in situ surface measurements [Legreid et al., 2008], ACE-

FTS occultations observations [Dufour et al., 2007] and simulations from the model IMAGESv2 [Stavrakou 

et al., 2011]. This study contributes to filling the gap in FTIR methanol studies. As there still remain large 

uncertainties in the methanol budget, long-term time series of methanol observations should provide 

better constraints for model and satellite validation. 

 

 

 

Figure 4.0.3. Total column of ozone (O3 in orange and O3(686) in brown) as a function of retrieved total column of 
methanol. Straight lines show respective linear fit with their associated coefficient of determination. 
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4.2. Long-term evolution and seasonal modulation of methanol above Jungfraujoch (46.5°N, 8.0°E): 

optimization of the retrieval strategy, comparison with model simulations and independent 

observations 

Reference: Bader, W., Stavrakou, T., Muller, J.-F., Reimann, S., Boone, C. D., Harrison, J. J., Flock, O., Bovy, 

B., Franco, B., Lejeune, B., Servais, C., and Mahieu, E.: Long-term evolution and seasonal modulation of 

methanol above Jungfraujoch (46.5°N, 8.0°E): optimization of the retrieval strategy, comparison with 

model simulations and independent observations, Atmos. Meas. Tech., 7, 3861-3872, doi: 10.5194/amt-

7-3861-2014, 2014. 
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Abstract 

Methanol (CH3OH) is the second most abundant organic compound in the Earth’s atmosphere after 

methane. In this study, we present the first long-term time series of methanol total, lower tropospheric 

and upper tropospheric– lower stratospheric partial columns derived from the analysis of high resolution 

Fourier transform infrared solar spectra recorded at the Jungfraujoch station (46.5°N, 3580 m a.s.l.). The 

retrieval of methanol is very challenging due to strong absorptions of ozone in the region of the selected 

ν8 band of CH3OH. Two wide spectral intervals have been defined and adjusted in order to maximize the 

information content. Methanol does not exhibit a significant trend over the 1995–2012 time period, but a 

strong seasonal modulation characterized by maximum values and variability in June–July, minimum 

columns in winter and a peak-to-peak amplitude of 130 %. Analysis and comparisons with in situ 

measurements carried out at the Jungfraujoch and ACE-FTS (Atmospheric Chemistry Experiment-Fourier 

Transform Spectrometer) occultations have been performed. The total and lower tropospheric columns 

are also compared with IMAGESv2 model simulations. There is no systematic bias between the 

observations and IMAGESv2 but the model underestimates the peak-to-peak amplitude of the seasonal 

modulations. 
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4.2.1. Introduction 

Methanol (CH3OH) is the second most abundant organic molecule in the atmosphere after methane, with 

concentrations between 1 [Singh et al., 2001] and 20 ppbv [Heikes et al., 2002], despite a lifetime that has 

been estimated to lie between 4.7 days [Millet et al., 2008] and 12 days [Atkinson et al., 2006]. Plant 

growth is the largest source of methanol with a 65–80 % contribution to its emissions [Galbally and 

Kirstine, 2002; Jacob, 2005]. The atmospheric production of CH3OH through peroxy radical reactions 

represents up to 15–23 % of its sources [Madronich and Calvert, 1990; Tyndall et al., 2001]. Other sources 

of methanol are plant matter decaying [Warneke et al., 1999], biomass burning [Dufour et al., 2006; Paton-

Walsh et al., 2008], fossil fuel combustion, vehicular emissions, solvents and industrial activities. 

 

Methanol influences the oxidizing capacity of the atmosphere through reaction with the hydroxyl radical 

[Jiménez et al., 2003], its main sink, leading to the formation of water vapor and either CH3O or CH2OH 

radicals, which both react with O2 to give HO2 and formaldehyde (H2CO) [Millet et al., 2006]. The photo-

oxidation of formaldehyde, a key intermediate in the oxidation of numerous volatile organic compounds, 

leads to the formation of HO2 radicals and carbon monoxide (CO). As a consequence, CH3OH is considered 

as a source of CO with a yield close to 1 [Duncan et al., 2007]. The main sources and sink of methanol are 

characterized by significant seasonal modulations. This results in a strong signal for CH3OH, with maximum 

and minimum abundances observed in the Northern Hemisphere at the beginning of July and in December, 

respectively [Rinsland et al., 2009; Razavi et al., 2011; Cady-Pereira et al., 2012; Wells et al., 2012], 

reflecting the seasonality of biogenic sources. 

 

In the past decade, ground-based [Schade and Goldstein, 2001, 2006; Karl et al., 2003; Carpenter et al., 

2004] and aircraft [Fehsenfeld et al., 2006; Singh et al., 2006] in situ measurements combined with space-

based measurements, including the Infrared Atmospheric Sounding Interferometer (IASI) on board the 

MetOp-A satellite [Razavi et al., 2011], the TES (Tropospheric Emission Spectrometer) nadir-viewing 

Fourier transform spectrometer (FTS), on board the Aura satellite [Beer et al., 2008], and the solar 

occultations recorded by the Atmospheric Chemistry Experiment-FTS [ACE-FTS, Bernath et al., 2005; 

Dufour et al., 2006, 2007] have supplied numerous observations of CH3OH, which have provided valuable 

insights on the distribution and budget of methanol at the global scale. In addition, previous studies have 

reported the measurement of methanol from ground-based infrared solar absorption observations 

performed at Kitt Peak [31.9°N, 111.6°W, 2090 m a.s.l.; Rinsland et al., 2009] and at Saint- Denis [Reunion 

Island, 21°S, 55°E, 50 m a.s.l.; Stavrakou et al., 2011; Vigouroux et al., 2012]. However, there still remain 

large uncertainties in our knowledge of the methanol global sources and sinks, as indicated by the large 

discrepancies existing between different measurement-based estimates of the total sources [Galbally and 

Kirstine, 2002; Tie et al., 2003; von Kuhlmann, 2003; von Kuhlmann et al., 2003; Jacob, 2005; Millet et al., 

2008; Stavrakou et al., 2011] 

  

In this paper, we report the first long-term methanol time series (17 years) derived from ground-based 

high-resolution infrared spectra recorded with a Fourier transform infrared (FTIR) spectrometer operated 

under clear sky conditions at the high-altitude International Scientific Station of the Jungfraujoch 

[ISSJ, Swiss Alps, 46.5°N, 8.0°E, 3580 m a.s.l.; Zander et al., 2008] providing a valuable tool for model and 
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satellite validation. Most of the available spectra have been recorded within the framework of the Network 

for Detection of Atmospheric Composition Change monitoring activities (NDACC; see 

http://www.ndacc.org) complementing the NDACC measurements at northern mid-latitudes. A detailed 

analysis was conducted to optimize the retrieval strategy of atmospheric methanol in order to minimize 

the fitting residuals while maximizing the information content. A thorough discussion of the retrieval 

strategy, data characterization (information content and error budget), long-term trend and seasonal cycle 

of total and partial columns of methanol above Jungfraujoch is presented here. This paper is organized as 

follows. A detailed description of the optimized retrieval strategy is given in Sect. 2. The characterization 

of our data by their eigenvectors and error budget is discussed in Sect. 3. Finally, in Sect. 4, we present and 

discuss the results, focusing on the intra-annual and intra-day variability of methanol at ISSJ along with 

comparisons with in situ measurements, satellite occultations and model calculations. 

 

4.2.2. Retrieval strategy 

Regular FTIR observations have been carried out at the ISSJ with a homemade spectrometer since 1984, 

complemented in the early 1990s and then definitely replaced by a commercial Bruker IFS-120HR 

instrument [Zander et al., 2008]. This spectrometer is equipped with HgCdTe and InSb cooled detectors, 

allowing us to cover the 650 to 4500 cm-1 region of the electromagnetic spectrum. Since 1991, the FTIR 

instruments are affiliated with the NDACC network. 

 

The Bruker observational database consists of more than 6500 spectra recorded between 1995 and 2012 

with an optical filter covering the 700 to 1400 cm-1 domain encompassing the fundamental C-O stretching 

mode ν8 of methanol at 1033 cm-1. Spectral resolution, defined as the reciprocal of twice the maximum 

optical path difference, alternates between 0.004 and 0.006 cm-1. Signal-to-noise (S/N) ratios vary 

between 250 and 1800 (average spectra resulting from several successive individual Bruker scans, when 

solar zenith angles vary slowly). The optimization of the retrieval strategy was based on a subset of 314 

spectra covering the year 2010. 

 

The CH3OH column retrievals and profile inversions have been performed using the SFIT-2 v3.91 fitting 

algorithm. This retrieval code has been specifically developed to derive mixing ratio profiles of atmospheric 

species from ground based FTIR spectra [Rinsland et al., 1998]. It is based on the semi-empirical 

implementation of the Optimal Estimation Method (OEM) developed by [Rodgers, 1990]. Vertical profiles 

are derived from simultaneous fits to one or more spectral intervals in at least one solar spectrum with a 

multilayer, line-by-line calculation that assumes a Voigt line shape [Drayson, 1976]. The model atmosphere 

adopted above the Jungfraujoch altitude consists of a 39 layers scheme with progressively increasing 

thicknesses, from 3.58 km to reach the 100 km top altitude. The pressure-temperature profiles are 

provided by the National Center for Environmental Prediction (NCEP, Washington DC, USA, http://www. 

ncep.noaa.gov/) while the solar line compilation supplied by F. Hase (KIT) [Hase et al., 2006] has been 

assumed for the solar absorptions. Line parameters used in the spectral fitting process were taken from 

the HITRAN 2008 spectroscopic compilation [Rothman et al., 2009]. Methanol lines were added to the 

HITRAN compilation for the first time in 2004 [Rothman et al., 2005]. The parameters for the 10 μm region 
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are described in the paper by Xu et al. [2004] and were derived from measurements with two high-spectral 

resolution FTS instruments. 

 

 

Figure 4.1. Simulation for Jungfraujoch, 80° zenith angle, 6.1 mK. For both windows, we display the synthetic spectra 
for individual contributors (see color codes). HITRAN 2008 and averaged mixing ratio profiles based on the WACCM 
model climatology have been used for the simulations, except for CH3OH for which our a priori was used (see text). 

For clarity, the contributions of each species have been vertically shifted. 

 

Two spectral windows both encompassing the ν8 C–O stretch absorption band of methanol have been 

defined. Synthetic spectra (6.1 mK or 0.0061 cm-1, zenith angle of 80°) have been computed for the first 

and second order absorbers in both selected windows and are illustrated in Figure 4.1. The first interval 

ranges from 992 to 1008.3 cm-1 and is based on windows used in previous investigations. A 992–998.7 cm-1 



Chapter 4 − Methanol 

67 
 

window was employed for the retrieval of CH3OH from Kitt Peak FTS spectra [Rinsland et al., 2009] and a 

984.9–998.7 cm-1 window was used for the initial retrievals of methanol from ACE-FTS occultation 

observations [Dufour et al., 2007]. The latest ACE-FTS CH3OH retrievals (version 3.5) use an extended 

window from 984.9 to 1005.1 cm-1. Measuring in the limb, ACE-FTS measurements start to saturate for 

wavenumbers above 1005.1 cm-1 for occultations with higher than average O3 levels. As ground-based 

observations do not have this problem, we included supplemental methanol features up to the 1008.3 cm-1 

limit. The second interval, ranging from 1029 to 1037 cm-1 is used by [Vigouroux et al., 2012]. 

 

Absorption by the main ozone isotopologue (16O-16O-16O or O3) captures nearly 93 and 98 % of the IR 

radiation in the “1008” and “1037” windows respectively and is close to saturation in the latter one. 

Methanol features are much weaker, with mean absorption of 1.7 and 1.8 % in the “1008” and “1037” 

windows respectively. Additional absorptions are associated with O3 isotopologues, such as O3(668) or 

(16O-16O-18O), O3(686) or (16O-18O-16O), O3(676) or (16O-17O-16O) and O3(667) or (16O-16O-17O) as well as 

carbon dioxide (CO2) and water vapor (H2O). Since the CH3OH absorption lines are quite weak, only spectra 

with solar zenith angles greater than 65° and up to 80° have been analyzed. During the retrievals, both 

windows were for the first time fitted simultaneously. 

 

The a priori mixing ratio profile for the CH3OH target is a zonal mean (for the 41–51°N latitude band) of 

903 occultations recorded by the ACE-FTS instrument (version 3.5) between 27 March 2004 and 

3 August 2012, extending from 5.5 to 30 km tangent altitudes. The profile was extrapolated to 1 ppbv to 

the surface [Singh et al., 2001; Heikes et al., 2002], and to 0.05 ppbv [Singh et al., 2006; Dufour et al., 2007] 

for upper layers. The covariance matrix is specified for each layer as a percentage of the a priori profile 

and an ad hoc correlation length, which is interpreted as a correlation between layers decaying along a 

Gaussian. For methanol, we adopted a 50 %.km-1 diagonal covariance and a Gaussian half width of 4 km 

for extra diagonal elements. A priori profiles for all interfering molecules are based on the WACCM 

[version 5, the Whole Atmosphere Community Climate Model, e.g. Chang et al., 2008] model climatology 

for the 1980-2020 period and the ISSJ station. The vertical profiles of CH3OH, O3 and O3(668) are fitted 

during the iterative process while the a priori distributions of O3(686), O3(676), O3(667), H2O and CO2 are 

scaled. Since the fitting quality is significantly different in both windows, two different values for the signal-

to-noise ratio for inversion have been selected, i.e. 180 and 40 for the “1008” and “1037” domains, 

respectively.  

 

When fitted independently, we observe a compact correlation between the corresponding CH3OH total 

columns retrieved from both windows with a small bias of 15 ± 13 % (2σ). When comparing ozone total 

columns respectively retrieved from the strategy described in this work and from the retrieval strategy 

applied within the NDACC network [window limits: 1000–1005 cm-1,Vigouroux et al., 2012], no significant 

bias emerges from the comparison between the two ozone total column sets, with a mean relative 

difference of -0.8 ± 2.4 % (2σ), demonstrating a proper fit of the main interference involved in our 

methanol retrieval strategy. Additional functions are also included in the fitting process to account for 

deviations from a perfectly aligned FTS. As an effective apodisation function, we assumed a polynomial 

function of order 2 [Barret et al., 2002]. The effective apodisation parameter (EAP) gives the value of the 

effective apodisation function at the maximum optical path difference and is synonymous of a well-aligned 
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instrument when it is close to 1.0. The inversion of the EAP has been included in our retrieval as well as in 

the NDACC’s retrieval strategy of ozone. The EAP derived from both strategies proved to be consistent, 

with a mean relative difference of 0.7 ± 2.6 % (2σ). Those three latter points give confidence in the 

combination of the two selected windows and in our optimized retrieval strategy. 

 

4.2.3. Data characterization and error budget 

Information content has been carefully evaluated and typical results are displayed on Figure 4.2. The 

information content is significantly improved, with a typical degree of freedom for signal (DOFS) of 1.82, 

in comparison with DOFS of about 1 in previous studies [e.g. Rinsland et al., 2009; Vigouroux et al., 2012]. 

In Figure 4.2, the first eigenvector and eigenvalue (see left panel, in orange) show that the corresponding 

information is mainly coming from the retrieval (99 %). The increase of information content allows us to 

retrieve a tropospheric column (Tropo, from 3.58 to 10.72 km) with only 1 % of a priori dependence as 

well as two partial columns with less than 30 % of a priori dependence (second eigenvector), i.e. a low-

tropospheric (LT, from 3.58 to 7.18 km) and an upper troposphere–lower stratosphere (UTLS, from 7.18 

to 14.84 km). 

 

 

Figure 4.2. Typical results for information content and error budget. Left frame: first eigenvectors and corresponding 
eigenvalues. Right frame: error budget, with identification of the main error components, together with the 

assumed variability (see color codes and Table 4.1 for additional information). 

 

The error budget is calculated following the formalism of Rodgers [2000], and can be divided into three 

different error sources: the smoothing error expressing the uncertainty due to finite vertical resolution of 

the remote sounding system, the forward model parameters error, and the measurement noise error. The 

right panel of Figure 4.2 gives the corresponding error budget, with identification of the main error 

components, together with the assumed variability. Error contributions for total and all three partial 

columns are reported in Table 4.1. 
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Through a perturbation method, we also accounted for other error sources: systematic errors, such as the 

spectroscopic line parameters and the misalignment of the instrument, while uncertainty on the 

temperature and on the solar tracking is considered to be source of random error. Table 4.1 provides an 

error budget resulting from major instrumental and analytical uncertainties. For the spectroscopic line 

parameters, we included in our error budget the uncertainty on line intensities provided by the HITRAN 

database. As methanol line intensities matter, a rough idea of the accuracy of the intensities can be 

obtained from Table 8 of the Xu et al. [2004] study, as it reports an RMS deviation of 7 %. It should be 

noted that the uncertainty on ozone and its isotopologues lines, according to HITRAN-08 parameters, 

amounts to between 5 and 10 % [Rothman et al., 2009]. However, an extremely high accuracy of ozone 

spectroscopic parameters is required in order to retrieve methanol columns properly. 

 

We noted that the SFIT-2 algorithm fails to perform a satisfying retrieval when using spectroscopic 

parameters with ozone lines intensity incremented by 10 %, suggesting that the error on the concerned 

lines intensity is more likely to be closer to 5 (or even lower) than to 10 %. Therefore, we accounted for an 

error on ozone and its isotopologues line intensities of 5 % in our error budget. 

 

Error Sources Max. Error (%)  

 TC Tropo LT UTLS  

Variability 46 50 57 48  

 Systematic Errors (%) Comments 

 TC Tropo LT UTLS  

Line intensity CH3OH 7.02 7.11 6.39 9.22 Xu et al., 2004 

Line intensity 

interfering gases 
1.00 1.73 3.96 0.91 

Rothman et al., 2009 and ± 5% for all O3 

isotopologues lines 

ILS 0.41 0.33 1.19 2.39 ± 10% misalignment 

Forward model 1 < 1 < 1 < 1 Retrieval algorithm-related 

Total 7.17 7.39 7.68 9.62  

 Random Errors (%)  

 TC Tropo LT UTLS  

P-T profiles 1.2 2.3 11.3 8.6 From NCEP 

SZA 0.2 0.4 3.1 1.4 0.2° 

Smoothing 0.4 4.4 16.1 15.2 Barret et al., 2002 

Measurement noise 5.2 19.4 35.9 37.5  

Model parameters 0.7 0.6 0.5 1.2  

Total 5.37 20.04 40.18 41.43  

Relative Standard 

Deviation 
6.60 8.34 22.59 21.11  

Table 4.1. Error budget for total and all three partial columns. TC: total column, Tropo: tropospheric column, 
LT: lower tropospheric layer, UTLS: upper troposphere/lower stratosphere. 
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We accounted for an error of 10 % on the instrument alignment at the maximum path difference. By 

comparing the two official NDACC algorithms, Hase et al. [2004] and Duchatelet et al., [2010] have 

established that the forward model may induce a maximum error of 1 % on the retrieved columns for a 

suite of FTIR target gases. The uncertainty on the pressure–temperature profiles is provided by NCEP with 

an error of 1.5 K from the ground to an altitude of about 20 km. Concerning the upper levels, the 

uncertainty increases with altitude, from 2 K around 25 km until 9 K at the top. The uncertainty on the 

solar zenith angle (SZA) is estimated at 0.2°. 

 

We also provide in Table 4.1 the mean relative standard deviation for each daily mean for days with three 

or more measurements. It is found to be of the same order of magnitude as the random error. The 

dominant contribution to the systematic error is the error on methanol spectroscopic lines, while the 

measurement noise error is the main component of random error. Both systematic and random errors are 

given in Table 4.1, with 7 % and around 5 % respectively on the total columns. 

 

4.2.4. Results and comparisons 

Since the improvement in information content allows us to compute partial columns with only a 30 % a 

priori dependence and as the random error on the tropospheric column is about four times the error on 

total columns (see Table 4.1), we focus our trend analysis on total, LT and UTLS columns. Therefore, an 

analysis of the seasonal variation of methanol in the lower troposphere and the UTLS has been performed, 

including comparisons with in situ measurements [Legreid et al., 2008] and to ACE-FTS occultation 

observations, respectively. Comparisons with simulations obtained from the IMAGESv2 global chemistry-

transport model [Stavrakou et al., 2011] have also been conducted. 

 

4.2.4.1. Data description 

In situ measurements have been performed at the ISSJ station from air samples collected on a two-stage 

adsorbent system connected to a gas chromatograph–mass spectrometer [GC-MS; Legreid et al., 2008]. 

The system was in operation during four measurement campaigns in 2005, which were performed from 8 

February until 8 March 2005 for the winter measurements, spring measurements followed from 22 April 

until 30 May, in summertime measurements start from 5 August until 19 September and autumn 

measurements from 14 October until 1 November, with a frequency of about one sample every 50 min. A 

total of 1848 measurements of methanol on 122 days have been compared with our lower-tropospheric 

column time series for the year 2005. 

 

Monthly mean UTLS columns have been derived from measurements taken by the ACE-FTS instrument 

and compared to our UTLS product. We selected and converted into partial columns the mixing ratios 

measured by ACE-FTS during ~140 occultations performed in the altitude range of 7.5–14.5 km [version 

3.5; Boone et al., 2013] in the 41.5° to 51.5° northern latitude zone between 30 March 2004 and 20 

February 2013. 
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Two model simulations of daily methanol mixing ratios in the 2004–2012 time period obtained from the 

IMAGESv2 global chemistry-transport model [fully described in Stavrakou et al., 2011] are presented here. 

The IMAGESv2 model was run at a resolution of 2° in latitude and 2.5° in longitude and with a time step of 

6h. It has 40 vertical (hybrid sigma-pressure) levels between the Earth’s surface and the lower stratosphere 

25 (44 hPa). Daily averaged mixing ratios calculated by the model at the model pixel comprising the ISSJ 

station were used to calculate the partial and total columns above the station. The first simulation 

“MEGAN”, is performed using MEGANv2.1 bottom-up emissions, which are calculated using an emission 

model fitted to net ecosystem flux measurements. The second one, “IASI”, uses emissions constrained by 

IASI vertical column data in an inverse modelling framework based on the adjoint of IMAGESv2. 

 

 

Figure 4.3. Daily mean total (orange circles) column time series of CH3OH above Jungfraujoch. Brown curves show 
the linear and seasonal trend components computed with the bootstrap resampling method (Gardiner et al., 2008). 

 

4.2.4.2. Time series and long-term trend 

In order to produce the first long-term time series of atmospheric methanol above Jungfraujoch, three 

criteria were used to reject noisy measurements or weak absorption: (i) when negative methanol mixing 

ratios are retrieved; (ii) when RMS (root mean square, difference between calculated and observed 

absorption) was out of the interval defined by the 95 % level of confidence (2σ); (iii) when the number of 

iterations reached the fixed maximum. After implementation of these criteria, the total number of valid 

measurements is 4271 obtained on 1476 days of measurements between 1995 and 2012. For the trend 

calculations, we used the statistical tool developed by Gardiner et al. [2008] that employs a bootstrap 

resampling method. The function fitted to the time series is a combination of a linear component and a 

3rd order Fourier series, i.e.: 
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 𝐹(𝑡, 𝑏) = 𝑐0 + 𝑐(𝑡 − 𝑡0) + 𝑏1 𝑐𝑜𝑠 2𝜋(𝑡 − 𝑡0)

+ 𝑏2 𝑠𝑖𝑛 2𝜋(𝑡 − 𝑡0)

+ 𝑏3 𝑐𝑜𝑠 4𝜋(𝑡 − 𝑡0)

+ 𝑏4 𝑠𝑖𝑛 4𝜋(𝑡 − 𝑡0)

+ 𝑏5 𝑐𝑜𝑠 6𝜋(𝑡 − 𝑡0)

+ 𝑏6 𝑠𝑖𝑛 6𝜋(𝑡 − 𝑡0) 

(4.1) 

 

where c0 is the abundance at the reference time t0 for the linear component (seasonalised data), and c is 

the annual trend. Figure 4.3 shows the whole times series of daily mean methanol total columns above 

Jungfraujoch. We evaluated the trend of methanol total columns over the 1995–2012 time period and 

found a yearly negative trend of (-1.34 ± 2.71) x 1013 molecules.cm-2 or -0.18 ± 0.36 % (2σ), i.e. a non-

significant trend at this level of confidence, which is consistent with the trend computed by Rinsland et al. 

[2009]. A non-significant trend has been computed also for both partial column subsets. Hence the results 

indicate a long-term trend which is not statistically significant and a strong seasonal variation. 

 

4.2.4.3. Methanol seasonal modulation 

As the results for the full time series do not indicate a statistically significant trend, we illustrate in 

Figure 4.4 the daily mean total columns over a 1-year time base. The strong seasonal modulation of 

methanol is characterized by minimum values and variability in December to February and maximum 

columns in June–July. The methanol maximum in summer indicated by our results is consistent with the 

maximum observed for free tropospheric methanol above Kitt Peak [Rinsland et al., 2009] and the analysis 

of IASI tropospheric measurements over Europe [Razavi et al., 2011]. The mean peak-to-peak amplitude 

of a seasonal cycle computed by Gardiner’s tool and expressed as a percentage of the corresponding 

CH3OH yearly mean column amounts to 130.1 ± 1.6 % (1σ), while the seasonal modulation above Kitt Peak 

amounts to 64.6 ± 0.1 % showing a similar amplitude with the IASI measurements [Razavi et al., 2011] for 

subtropical regions. 

 

The IMAGESv2 model estimates a seasonal modulation of methanol in phase with the one we measured, 

but underestimates the peak-to-peak amplitude with 88.6 ± 1.3 % and 70.4 ± 1.2 % for “IASI” and “MEGAN” 

respectively. The MEGAN emission fluxes are dependent on temperature, visible ration fluxes, leaf area 

index and leaf age, and they show a pronounced seasonal variation at mid-latitudes, with peak values in 

early summer. The IASI-derived emissions peak somewhat earlier than in the MEGAN inventory, a result 

consistent with modelling studies using TES methanol data [Cady-Pereira et al., 2012; Wells et al., 2012] 

as well as with other studies based on in situ concentration measurements [Jacob, 2005] or on flux 

measurements [Laffineur et al., 2012], which showed substantially higher methanol emission rates by 

young leaves compared to mature or senescent leaves. 
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Figure 4.4. Seasonal modulation of methanol total columns. Dots with vertical lines represent the daily mean total 
columns over a 1-year time base and their associated standard deviation. The brown curve corresponds to a running 
mean fit to all data points, with a 15-day step and a 2-month wide integration time. The area corresponds to the 1_ 

standard deviation associated to the running mean curve. Up and down blue triangles are the monthly means of the 
model IMAGESv2 simulations for MEGAN and IASI respectively. Upper frame shows monthly fractional difference 

between FTIR results and IMAGESv2 simulations. 

 

No systematic bias is observed on the whole time series, but a seasonal bias is characterized (see 

Figure 4.4): the maximum fractional difference {(IMAGES - FTIR) / [(IMAGES + FTIR) / 2]} between monthly 

mean results from FTIR measurements and both “IASI” and “MEGAN” simulations is found to occur in July, 

with -45 ± 27 % and -39 ± 28 %, respectively. The minimum fractional difference amounts to 28 ± 20 % and 

38 ± 19 % respectively in January and shows an overestimation of methanol during wintertime by the 

IMAGESv2 model. The underestimation of methanol by the “IASI” simulation during summertime is 

unexpected, since this simulation reproduced very well the methanol total columns measured by IASI over 

Western Europe [Figure 5 in Stavrakou et al., 2011]. Noting that ISSJ does not sample the lower 

troposphere below 3.58 km altitude, this discrepancy might reflect an overestimation of the simulated 

vertical gradient of methanol mixing ratios at continental mid-latitudes, which is suggested by comparisons 

with aircraft campaigns in spring and summer over the United States [Stavrakou et al., 2011]. It is not clear, 

however, why this issue does not also lead to a similar model underestimation of the methanol column 

above ISSJ in spring. The overestimated gradient in IMAGES may be due to a well-known problem in 

chemical transport models, i.e. the overestimation of the hydroxyl radical concentration in the Northern 

Hemisphere [Krol and Lelieveld, 2003]. It could also be related to the large uncertainties in the 

ocean/atmosphere flux of methanol, given that even the sign of this flux is not well constrained [Millet et 

al., 2008], and since IASI data were not considered sufficiently reliable over the ocean in the optimization 

of emissions using IMAGES by Stavrakou et al. [2011]. 
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4.2.4.4. Methanol diurnal variation 

The variation of the methanol abundance throughout the day has also been characterized on Figure 4.5. 

To this end, we extended the targeted range of solar zenith angle (SZA) going from 30° to 85° and selected 

only those whose retrieval provided a DOFS of at least 1. Due to the large seasonal variation, we divided 

our measurements into three subsets corresponding to summer (June, July, August), winter Figure 4.5. 

Methanol diurnal variation. Total columns versus the solar zenith angle for winter, summer and the rest 

of the year. Blue lines represent linear regressions and their corresponding standard deviation (1σ). 

(December, January, February) and the rest of the year. Even though we found no significant trend of 

methanol through the day in summer, a significant increase during winter and the rest of the year has 

been evaluated at 0.4 ± 0.3 and 1.1 ± 0.2 %.degree-1 in the morning. For the afternoon, the corresponding 

rates amount to -0.9 ± 0.2 and -0.5 ± 0.1 %.degree-1, showing significant decreases. A rough approximation 

of those trends gives an increase of approximately 5.5 ± 1013 and 2.7 ± 1014 molecules cm-2.h-1 in the 

morning and to a decrease of -1.6x1014 and -1.9x1014 molecules cm-2.h-1 in the afternoon for winter and 

the rest of the year, respectively. 

 

Figure 4.5. Methanol diurnal variation. Total columns versus the solar zenith angle for winter, summer and the rest 
of the year. Blue lines represent linear regressions and their corresponding standard deviation (1σ). 
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The causes for the observed diurnal variation are not clear. Major methanol sources such as biogenic 

production by living plants and photochemical production are stronger during daytime, due to the key role 

played by solar radiation in photosynthesis and other biotic processes, as well as in the generation of OH 

radicals through photolytic processes [Logan et al., 1981]. However, these sources are expected to peak 

during the summer, when the diurnal variation of the column is found to be negligible. Since the 

photochemical sink of methanol (i.e. reaction with OH) is strongest during the day, the observed diurnal 

variation (and absence thereof during summer) could result from the variable balance between sources 

and sinks. However, OH fields, produced by the GEOS-CHEM model [Bey et al., 2001] have been examined 

and no direct correlation with our methanol total columns has been found. Moreover, since the IMAGES 

model includes those processes but still fails to reproduce the observed diurnal variation, it appears likely 

that other factors play a significant role, e.g. orography-induced wind patterns bringing boundary layer air 

to the free troposphere above the station’s altitude. Besides model simulations, in situ measurements 

have also been explored. However, the existing data sets being “campaign-type”, the statistics are too 

weak to draw clear conclusions on this subject. More efforts should be put in further research on processes 

governing the methanol diurnal variation. 

 

4.2.4.5. Methanol in the lower troposphere 

In Figure 4.6, our lower tropospheric columns show a seasonal modulation with characteristics close to 

the seasonal variation of total columns with similar occurrence of maximum and minimum but a wider 

peak-to-peak amplitude of 168 ± 3 %. The upper panel of Figure 4.6 also shows monthly fractional 

differences between the FTIR results and both simulations from the IMAGESv2 model [Stavrakou et al., 

2011] as well as seasonal differences with in situ measurements performed at the Jungfraujoch [Legreid 

et al., 2008].  

 

Neither of the IMAGESv2 series stands out, since they both underestimate the peak-to-peak amplitude 

with 78 ± 2 % and 101 ± 2 % for MEGAN and IASI, respectively. For both series, methanol is overestimated 

in winter (DJF) and shows a good agreement in spring (MAM) as well as in October and November. During 

summertime, results during July are significantly underestimated but the difference for the remaining 

3 months (June, August and September) is close to non-significant. 

 

The seasonal amplitude shows a good agreement on the data dispersion (see error bars) except for the 

autumn season with more compact values. The high standard deviation in summer appears to be due to 

only a few days with high methanol mixing ratios. These days are characterized by trajectories originating 

from the south, where biogenic sources are more active. Indeed, it has been established by Legreid et al. 

[2008], that there is a considerable contribution of methanol from the south since methanol is emitted in 

large amounts from biogenic sources [Singh et al., 1994; Jacob, 2002, 2005; Fall, 2003] more active in the 

south of the Alps than in the north. Furthermore, air masses from the south are transported over Northern 

Italy, which is a highly industrialized area with considerable anthropogenic emissions. 
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Figure 4.6. Lower-tropospheric methanol (3.58–7.18 km). Dots with vertical lines represent the daily mean lower-
tropospheric columns over a 1-year time base and their associated standard deviation. The brown curve 

corresponds to a running mean fit to all data points, with a 15-day step and a 2-month wide integration time. The 
area corresponds to the 1σ standard deviation associated to the running mean curve. Up and down blue triangles 
are monthly means of the model IMAGESv2 simulations for MEGAN and IASI respectively [Stavrakou et al., 2011]. 

Yellow squares are seasonal means of methanol in situ measurements [Legreid et al., 2008]. The upper panel shows 
monthly fractional difference between the FTIR results and IMAGESv2 simulations and seasonal fraction difference 

with in situ measurements. 

 

4.2.4.6. Methanol in the upper troposphere–lower stratosphere (UTLS) 

The comparison between the UTLS FTIR columns, both IMAGES data sets and monthly mean results from 

ACE-FTS occultations illustrated in Figure 4.7 shows an overall agreement within the estimated 

uncertainties. As for total and lower-tropospheric columns, methanol variability is underestimated by the 

IMAGESv2 model. On the other hand, the seasonal cycle of methanol UTLS columns is satisfactorily 

characterized by FTIR results and the IMAGES simulations in terms of absolute value with a non-significant 

mean fractional difference with FTIR of -6 ± 49 % and 1 ± 48 %, respectively for MEGAN and IASI. The peak-

to-peak amplitudes of the three series, i.e. 93 ± 2 % for FTIR, 82 ± 2 % for MEGAN and 92 ± 2 % for IASI are 

in very good agreement as well as the timing of the maximum (June–July). 

 

A close to statistical agreement is observed between Jungfraujoch results and the UTLS columns derived 

from ACE-FTS data with a mean fractional difference of 33 ± 30 % despite substantially higher ACE 

methanol columns in March and May. The differences for these 2 months may be attributed to the fact 

that the monthly mean results from ACE-FTS encompass a 10° latitudinal band and therefore occultations 

may be capturing local events such as plumes from biomass burning out of range for the Jungfraujoch 

station.  
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Biases in the ACE methanol retrievals have recently been addressed by [Harrison et al., 2012]. Adoption of 

a new set of infrared absorption cross sections for methanol led to the determination of ACE UTLS columns 

higher by up to 25 % [calculations based two occultations; see Figure 4.6 of Harrison et al., 2012], 

depending on the temperature of the measurement. Therefore, by applying those new cross sections to 

our Jungfraujoch retrievals, we would likely identify a bias in the same range, depending on the season 

and thus the vertical temperature distribution. The effect on total (and partial) columns will have to be 

evaluated on the basis of larger statistics for each season and using the new cross sections of Harrison et 

al. [2012]. 

 

 

 

Figure 4.7. Upper troposphere–lower stratospheric methanol (7.18–14.84 km). Dots with vertical lines representing 
daily mean lower-tropospheric columns over a 1-year time base and their associated standard deviation. The brown 
curve corresponds to a running mean fit to all data points, with a 15-day step and a 2-month wide integration time. 

The area corresponds to the 1σ standard deviation associated to the running mean curve. Up and down blue 
triangles are the monthly means of the model IMAGESv2 simulations for MEGAN and IASI respectively (Stavrakou et 
al., 2011). Green diamonds are the monthly means of methanol retrieved from ACE-FTS occultations with the error 

bars representing the standard deviation (2σ). Upper frame show monthly fractional difference between FTIR 
results and IMAGESv2 simulations and ACE-FTS results. 
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4.2.5. Conclusions 

A long-term time series of methanol has been determined from the analysis of a 17-year time series of 

infrared solar absorption spectra recorded with a commercial Fourier transform spectrometer Bruker 

IFS120HR, operated at the high-altitude International Scientific Station of the Jungfraujoch [ISSJ, Swiss 

Alps, 45° N, 8.0° E, 3580 m a.s.l.; Zander et al., 2008] providing a valuable tool for model and satellite 

validation and complementing the NDACC measurements at northern mid-latitudes. 

 

The results were analyzed using the SFIT-2 v3.91 fitting algorithm and thanks to the combination of 

spectral windows used in previous studies for the retrieval of methanol from FTS spectra [Dufour et al., 

2007; Rinsland et al., 2009; Vigouroux et al., 2012], we have significantly improved the information 

content. With a typical DOFS of 1.82, a total column and two partial columns time series are available, i.e. 

a lower-tropospheric (LT, 3.58-7.18 km) and an upper tropospheric– lower stratospheric one (UTLS, 

7.18-14.84 km). Both random and systematic error sources have been identified and characterized using 

the spectra recorded in the year 2010, and are found to be respectively 5 and 7 % for the total column. 

 

The analysis of the time series does not reveal a significant long-term trend but shows a high peak-to-peak 

amplitude of the seasonal cycle of 129.4 ± 5.5 % (1σ) for total columns. Methanol total and partial columns 

are characterized by a strong seasonal modulation with minimum values and variability in December to 

February and maximum columns in June–July. First analysis of methanol diurnal variation shows an 

increase of methanol in the morning and a decrease during the afternoon for all seasons but summer. 

 

Comparisons with methanol measurements obtained with other techniques (in situ and satellite) give 

satisfactory results. The FTIR lower tropospheric data compared to in situ measurements generally shows 

a good agreement regarding the data dispersion. Concerning the UTLS partial columns, there is a close to 

statistical agreement with ACE-FTS occultations despite higher ACE columns of methanol in March and 

May. 

 

The IMAGESv2 simulations underestimate the peak-to-peak amplitude for total and lower-tropospheric 

columns. Despite the absence of a systematic bias between our results and the IMAGESv2 simulations, 

comparisons show seasonal differences with an overestimation of winter methanol and an 

underestimation during summertime, which might be explained by an overestimation of the vertical 

gradient of methanol mixing ratios by the model. Regarding UTLS columns, the peak-to-peak amplitude 

and timing of the maximum (June–July) in both IMAGESv2 simulations are in very good agreement with 

the FTIR results. 

 

Even though the role of plant growth in methanol budget is confirmed by its seasonality, large 

uncertainties remain in the methanol budget. Thanks to the improvement of the information content of 

our retrieval and therefore our vertical resolution, our partial column time series should contribute to 

better constraints for model simulations and therefore may lead to a better understanding of methanol 

budget. 
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Chapter 5 − Ethane 

5.1. Introduction 

Through this work, I contributed to Franco et al., [2015a] by developing and optimizing the strategy for 

inversion of ethane from FTIR observations recorded at the Jungfraujoch station. The development of the 

retrieval strategy includes the testing of 110 retrieval strategies in order to evaluate the best combination 

of parameters (see Table 5.0). By combining 3 micro-windows for the first time for Jungfraujoch and by 

including improved spectroscopic parameters such as C2H6 pseudo-lines [Harrison et al., 2010] and 

updated line parameters for methyl chloride [Bray et al., 2011, 2012] and ozone, we achieved a mean 

DOFS of 2.11 ± 0.27 which represents a significant improvement compared to previous works carried out 

at ISSJ, with typical DOFS of about 1.5. Selection of the best retrieval strategy has been performed on the 

basis of minimum residuals, maximum DOFS and realistic retrieved profiles (i.e. no ungeophysical negative 

mixing ratio values). Finer and careful comparisons of eigenvectors and eigenvalues have been performed 

when simple residuals/DOFS analysis was not sufficient to select among the tested strategies. 

 

Parameter Number of tests 

Windows limits and combination 7 

Windows, interfering species to retrieve 18 

Spectroscopic linelist 25 

Signal-to-noise ratio for inversion  10 

C2H6 a priori distribution 9 

Water vapor 5 

Total 74 

Table 5.0. Overview of tests performed for the optimization of the methanol retrieval strategy for Jungfraujoch. 

 

The limits of each window have been refined based on previous work [Mahieu et al., 1997; Notholt et al., 

1997; Rinsland et al., 2000; Zhao, 2002; Meier et al., 2004; Gardiner et al., 2008; Paton-Walsh et al., 2010; 

Angelbratt et al., 2011; Vigouroux et al., 2012] and the combination of those three windows has been 

tested for the first time for Jungfraujoch observations. Moreover, careful identification of interfering 

species that contribute to the absorption spectrum has been performed. We settled to five interfering 

species including CH3Cl, O3, CH4, H2O, and C2H6 as illustrated in Figure 5.0.1. 

 

Improved spectroscopic parameters have been included in our retrieval strategy and the impact of each 

set of spectroscopic parameters on residuals has been quantified for each window individually and for 

each combination of window through this paper (see Figure 5.2). 



Chapter 5 − Ethane 

81 
 

 

Figure 5.0.1. Simulation for Jungfraujoch, 60° zenith angle, 6.1 mK. For the three windows, we display the synthetic 
spectra for individual contributors (see color codes). HITRAN 2008 and averaged mixing ratio profiles based on the 
WACCM model climatology have been used for the simulations. For clarity, the contributions of each species have 

been vertically shifted. 

 

Numerous a priori vertical distribution built from satellite observations, in situ GCMS surface 

measurements and CTMs and interpolated on the layering scheme adopted for Jungfraujoch retrievals 

were tested. They included a zonal mean (for the 41−51°N latitude band) of 771 occultations recorded by 

the ACE-FTS instrument [Bernath et al., 2005] between the 2nd of November in 2004 and the 8th of 

February in 2011 extending from 8.5 to 20 km with an extension down to 3.58 km based on EMEP in situ 

gas chromatography surface measurements at the Rigi station (47.07 °N, 8.45 °E, 1031 m a.s.l., at a 

distance of 68 km from the Jungfraujoch station) and an upper extension up to 100 km from the WACCM 

model climatology [Chang et al., 2008]. Simulations from CTMs to build a priori ethane vertical distribution 

included: 

− simulations over the 1980–2020 time period from WACCMv5 and WACCMv6 climatology, 

− daily mean C2H6 profiles over the 2007−2009 time period from the CHASER model [Sudo, 2002], 

− hourly C2H6 profiles over the year 2005 from a Norwegian CTM developed at the university of Oslo 

[version 2 and version 3; Berntsen and Isaksen, 1997], 

− daily mean C2H6 profiles over the 2007-2009 time period from the GEOS-Chem model [Bey et al., 2001]. 

 

From careful analysis of retrieved profiles in addition to analysis of residuals, information content, and 

vertical sensitivity, we selected the use of a priori issued from the model CHASER in the framework of an 

optimized retrieval strategy of ethane for Jungfraujoch as presented in the next section. However, it has 

been determined that to ensure consistency between FTIR NDACC measurement stations, we will opt for 

a scaled version of the latest WACCM simulation (i.e. version 6) for a priori distribution of ethane for each 

site. The scaling factor applied to the WACCM profile will be determined from the CHASER simulation 

depending on the considered station. 
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Other parameters have been examined and included in the retrieval strategy such as the signal-to-noise 

ratio for inversion. Moreover, the pre-fitting of water vapor profiles has been considered in order to 

provide pre-adjusted water vapor profiles to the actual retrieval strategy. Indeed, water vapor captures 

78.9, 78.3 and 78.03 % of the IR radiation in the MW1, MW2 and MW3 windows respectively and need to 

be carefully considered. However, the pre-adjustment of water vapor profiles has been discarded since it 

did not provide satisfactory improvement of residuals and information content while it considerably 

increased computing time. The situation is however not as favorable for low-altitude and/or humid NDACC 

sites which will likely have to include this pre-fit. 

 

5.2. Retrieval of ethane from ground-based FTIR solar spectra using improved spectroscopy: recent 
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Abstract 

An improved spectroscopy is used to implement and optimize the retrieval strategy of ethane (C2H6) from 

ground-based Fourier Transform Infrared (FTIR) solar spectra recorded at the high-altitude station of 

Jungfraujoch (Swiss Alps, 46.5°N, 8.0°E, 3580 m a.s.l.). The improved spectroscopic parameters include 

C2H6 pseudo-lines in the 2720−3100 cm-1 range and updated line parameters for methyl chloride and 

ozone. These improved spectroscopic parameters allow for substantial reduction of the fitting residuals as 

well as enhanced information content. They also contribute to limiting oscillations responsible for 

ungeophysical negative mixing ratio profiles. This strategy has been successfully applied to the 

Jungfraujoch solar spectra available from 1994 onwards. The resulting time series is compared with C2H6 

total columns simulated by the state-of-the-art chemical transport model GEOS-Chem. Despite very 
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consistent seasonal cycles between both data sets, a negative systematic bias relative to the FTIR 

observations suggests that C2H6 emissions are underestimated in the current inventories implemented in 

GEOS-Chem. Finally, C2H6 trends are derived from the FTIR time series, revealing a statistically significant 

sharp increase of the C2H6 burden in the remote atmosphere above Jungfraujoch since 2009. Evaluating 

cause of this change in the C2H6 burden, which may be related to the recent massive growth of shale gas 

exploitation in North America, is of primary importance for atmospheric composition and air quality in the 

Northern Hemisphere. 

 

5.2.1. Introduction 

Ethane (C2H6) is the most abundant non-methane hydrocarbon in the Earth's atmosphere with a lifetime 

of approximately months [Rudolph, 1995]. On a global scale, the main sources of C2H6 are leakage from 

the production, transport of natural gas loss (62 %), biofuel consumption (20 %) and biomass burning 

(18 %), mainly located in the Northern Hemisphere [Logan et al., 1981; Rudolph, 1995; Xiao et al., 2008]. 

Biogenic and oceanic sources are generally very small [Rudolph, 1995]. The main sink of C2H6 in the 

troposphere is oxidation via reaction with hydroxyl radicals (OH), while in the stratosphere reaction with 

chlorine atoms dominates [Aikin et al., 1982]. 

 

Ethane has a large impact on tropospheric composition and impacts the distribution of ozone (O3) through 

several pathways, making it a compound of great interest as a sensitive indicator of tropospheric pollution 

and transport [Rinsland et al., 2002]. By acting as a major sink for tropospheric OH, the abundance of C2H6 

impacts the lifetime of methane (CH4). Thus C2H6 is an indirect greenhouse gas with a net global warming 

potential of 5.5 [100 year horizon; Collins et al., 2002]. Similarly, C2H6 influences the atmospheric content 

of carbon monoxide [CO; Aikin et al., 1982]. Ethane also has a significant impact on air quality as it is an 

important source of peroxyacetyl nitrate (PAN), a thermally unstable reservoir for nitrogen oxide radicals 

[NOx; Rudolph, 1995; Fischer et al., 2014]. By providing the main NOx source in many regions of the 

atmosphere, PAN has a major effect on the production and loss of O3. 

 

Atmospheric C2H6 abundances can be measured using various techniques. Previous measurements of C2H6 

include Fourier Transform InfraRed (FTIR) spectrometer observations by the balloon-borne Jet Propulsion 

Laboratory MkIV Interferometer [Toon, 1991], aircraft air samples collected during the NASA's Global 

Tropospheric Experiment Field Missions Pacific Exploratory Mission [e.g., PEM-West A; Blake et al., 1996 

and TRACE-A; Fishman et al., 1996; Chatfield et al., 1998], solar occultations recorded by the Atmospheric 

Chemistry Experiment-Fourier Transform Spectrometer [ACE-FTS; Rinsland, 2005], ground-based 

measurements by gas chromatograph [e.g.: Browell, 2003; Swanson, 2003; Wingenter et al., 2005] and 

finally limb-scans performed by the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) 

onboard the European ENVIronmental SATellite [ENVISAT; Glatthor, N. et al., 2009]. Analysis of these data 

records has significantly increased our understanding of the long range transport of C2H6. 

 

Ethane has also been measured by ground-based FTIR technique at several latitudes in both hemispheres, 

covering different time periods [e.g.: Rinsland, C. P. et al., 1998; Rinsland et al., 1999, 2000, 2002; Zhao, 

2002; Gardiner et al., 2008; Angelbratt et al., 2011; Vigouroux et al., 2012; Viatte et al., 2014]. 
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Nevertheless, strong latitudinal, seasonal and local fluctuations on small spatial and temporal scales make 

C2H6 secular trend determination difficult from the existing observations. Indeed, its concentration in the 

atmosphere is largely influenced by strong vertical mixing and dilution with background air during 

transport from emission sources. 

 

In this paper, we present a 20-year long-term time series of C2H6 derived from ground based 

high-resolution infrared solar spectra recorded with a Bruker 120HR FTIR spectrometer operated under 

clear sky conditions at the high-altitude International Scientific Station of the Jungfraujoch [referred to 

below as ISSJ; Swiss Alps, 46.5°N, 8.0°E, 3580m a.s.l.; Zander et al., 2008]. Such a long-term time series in 

the remote atmosphere allows for air quality monitoring and provides a valuable tool for model and 

satellite validation. The solar spectra used here have been recorded within the framework of the Network 

for Detection of Atmospheric Composition Change monitoring activities (NDACC; see 

http://www.ndacc.org).  

 

This work furthers the C2H6 dataset previously published in Rinsland et al., [2000] and Mahieu et al., [1997] 

for the ISSJ station and it presents an improved retrieval strategy in terms of reduced residuals and 

enhanced information content, combining three spectral domains for the first time at ISSJ. A careful 

selection of the available spectroscopic datasets is performed in order to minimize the fitting residuals. A 

thorough discussion of the retrieval strategy and data characterization (information content and error 

budget) is presented here along with trend analysis and preliminary comparison with the three-

dimensional state-of-the-art global chemical transport model (CTM) GEOS-Chem. 

 

This paper is organized as follows. A detailed description of the optimized retrieval strategy is given in 

Section 5.2.2. Section 5.2.3 reports the characterization of the FTIR geophysical products and provides a 

detailed error budget. Supporting model simulations are described in Section 5.2.4. Section 5.2.5 presents 

a preliminary comparison between FTIR and GEOS-Chem seasonal cycles of the C2H6 burden above 

Jungfraujoch as well as the entire 1994−2014 time series of daily-mean total columns and corresponding 

trends. Section 5.2.6 concludes this study with a short summary and discussions of the results, identifying 

avenues for future work. 

 

5.2.2. FTIR data set 

5.2.2.1. Instrumental setup 

All the spectra analyzed here have been recorded at ISSJ, located in the Swiss Alps at 3580m altitude on 

the saddle between the Jungfrau (4158m a.s.l.) and the Mönch (4107m a.s.l.) summits. This station offers 

excellent conditions to perform solar observations, particularly in the infrared, because of weak local 

pollution (no major industries within 20 km) and very high dryness thanks to the high-altitude and the 

presence of the Aletsch Glacier. Indeed, the amount of water vapor (H2O), a strong interference in the 

infrared, is at least twenty times lower than at sea level. Due to these factors, the ISSJ station allows for 

investigating the atmospheric background conditions over central Europe and the mixing of air masses 

from planetary boundary layer and free troposphere [e.g.: Zellweger et al., 2003; Reimann, 2004]. 

 

http://www.ndacc.org/
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Here we use observations performed with a commercial Bruker IFS-120HR instrument [Zander et al., 

2008]. This spectrometer, affiliated to the NDACC network since 1991, is equipped with HgCdTe and InSb 

cooled detectors covering the 650-4500 cm-1 region of the electromagnetic spectrum. 

 

The Bruker observational database investigated in the present study consists of more than 11 500 spectra 

recorded between September 1994 and August 2014 with an optical filter covering the 2400 to 3100 cm-1 

range encompassing the perpendicular ν7 fundamental stretching band of C2H6. Spectral resolutions, 

defined as the reciprocal of twice the maximum optical path difference, alternate between 0.004 and 

0.006 cm-1. The signal-to-noise (S/N) ratio varies between 300 and 4500 (average spectra resulting from 

several successive individual Bruker scans, when solar zenith angles vary slowly). The optimization of the 

retrieval strategy has been based on a subset of about 600 spectra during 2003. 

 

5.2.2.2. Retrieval strategy 

The C2H6 column retrievals and profile inversions have been performed using the SFIT-2 v3.91 fitting 

algorithm. This retrieval code has been specifically developed to derive mixing ratio profiles of atmospheric 

species from ground-based FTIR spectra [Rinsland, C. P. et al., 1998]. It is based on the semi-empirical 

implementation of the Optimal Estimation Method (OEM) developed as in [Rodgers, 1990]. Vertical 

profiles are derived from simultaneous fits to one or more spectral intervals of at least one solar spectrum 

with a multilayer, line-by-line calculation that assumes a Voigt line shape [Drayson, 1976]. 

 

For the first time at ISSJ, C2H6 retrievals have been carried out using three micro windows simultaneously 

(see Table 5.1). The first micro-window (MW1) is centered on the well-known strong and sharp PQ3 

sub-branch of the perpendicular ν7 fundamental stretching band [Pine and Rinsland, 1999] and extends 

from 2976.660 to 2977.059 cm-1. This PQ3-MW1 is the only one taken into account previously for the 

Jungfraujoch station [Mahieu et al., 1997; Rinsland et al., 2000] and at many other FTIR sites [e.g.: Zhao, 

2002; Gardiner et al., 2008; Paton-Walsh et al., 2010; Angelbratt et al., 2011]. The second micro-window 

(MW2) includes the PQ1 sub-branch around 2983.3 cm-1, as suggested in [Meier et al., 2004] and used in 

[Vigouroux et al., 2012] in combination with MW1, and extends from 2983.200 to 2983.500 cm-1. Finally, 

a third micro-window (MW3) encompasses the RQ0 C2H6 sub-branch around 2986.7 cm-1, extending from 

2986.450 to 2986.850 cm-1. The MW3 has only been fitted at dry high-latitude sites [Notholt et al., 1997; 

Viatte et al., 2014] because of strong H2O interferences. Within these micro-windows, the major 

interfering species whose vertical profiles are scaled during the retrieval process are CH4, H2O, O3 and 

methyl chloride (CH3Cl). 

 

Micro-windows (cm-1) Interfering species 

2976.660–2977.059 H2O, O3, CH3Cl, CH4 

2983.200–2983.500 H2O, O3, CH3Cl, CH4 

2986.450–2986.850 H2O, O3, CH3Cl, CH4 

Table 5.1. List of the micro-windows used for the FTIR retrieval of C2H6 at Jungfraujoch and the interfering species 
taken into account. Simple scaling of the corresponding vertical profiles of the interfering species is allowed 

throughout the iterative retrieval process. 
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The model atmosphere adopted above the altitude of the ISSJ station consists of a 39-layer scheme 

extending from 3.58 km up to 100 km with progressively increasing thicknesses. The pressure-temperature 

profiles are provided by the National Centers for Environmental Prediction (NCEP, Washington DC, USA, 

http://www.ncep.noaa.gov/) while the solar line compilation supplied by [Hase et al., 2006] has been 

assumed for the non-telluric absorptions. 

 

The C2H6 a priori mixing ratio profile corresponds to a mean of a 2007−2009 CHASER [Chemical AGCM for 

Study of atmospheric Environment and Radiative forcing; Sudo, 2002] simulation (Figure 5.1.a; see Sect. 

5.2.4.1). A priori profiles for all interfering molecules are based on the 1980−2020 simulation of the 

WACCM model [version of WACCM profiles; the Whole Atmosphere Community Climate Model; e.g., 

Chang et al., 2008] for the ISSJ station. 

 

 

Figure 5.1. (a) C2H6 a prioriprofilewith1-σ standard deviation derived from a 2007–2009 CHASER simulation used for 
the FTIR retrievals at Jungfraujoch. (b) Averaged relative standard deviation of C2H6 VMR derived from the same 

CHASER simulation and used as diagonal elements of the covariance matrix for the FTIR retrievals. 

 

In a usual OEM, the covariance matrix should reject the natural variability of the target gas profile [Rodgers, 

2003]. It is specified for each layer as a percentage of the a priori profile and an ad hoc correlation length, 

which is interpreted as a correlation between layers decaying along a Gaussian. For C2H6, we have adopted 

the relative standard deviation profile derived from the CHASER results (Figure 5.1b) as the diagonal values 

of the covariance matrix and a Gaussian inter-layer correlation with a half-width length of km for extra 

diagonal elements of the covariance matrix. 

 

It is worth noting that this C2H6 retrieval strategy has been optimized in such a way to limit the fraction of 

retrieved profiles presenting negative mixing ratios. By setting up an inter-layer correlation of 4 km and 

the S/N ratio for inversion at 300, the retrieved information content at Jungfraujoch is slightly constrained 

deliberately but the retrieval process is stabilized and strong oscillations in the lower levels of the retrieved 
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profiles are avoided. This way, less than 9 % of solar spectra have been rejected because of ungeophysical 

retrieved mixing ratio values. Moreover, statistics have shown that there is no correlation between the 

seasonality and the fraction of rejected solar spectra. Hence we ensure here homogeneous data coverage 

and sampling throughout the entire time series (see Section 5.2.5.2). 

 

5.2.2.3. Spectroscopy 

Ethane has a complicated spectrum with 12 interacting normal vibration modes, which makes it difficult 

to accurately predict the spectrum. Therefore, it is essential to take a closer look at the spectroscopic 

parameters. First C2H6 line parameters go back to the work of Pine and Lafferty, [1981] with the assignment 

of C2H6 transitions but no PQ-branches were included. In 1987, to support the Atmospheric Trace Molecule 

Spectroscopy Experiment (ATMOS), an empirical linelist for the strongest PQ-branches of C2H6 covering the 

2973−3001 cm-1 region was developed [Brown et al., 1987]. Pacific North West National Laboratory (PNNL, 

Washington, USA, http://nwir.pnl.gov) measured C2H6 cross-sections from 700 to 6500 cm-1 at a 0.1 cm-1 

resolution while a quantum mechanically based linelist for the PQ3 branch at 2976 cm-1 was developed 

[Pine and Rinsland, 1999] and included in the HITRAN 2004 database [Rothman et al., 2005]. The latest 

HITRAN C2H6 update (July 2007) contains Pine and Rinsland PQ3 branch as well as Brown's empirical linelist 

for the other PQ-branches but still lacks information for weaker absorptions features. 

 

Quantum-mechanical analysis of the C2H6 spectrum remains very difficult and is still lacking, except for the 
PQ3 branch. The current state of C2H6 parameters in HITRAN 2004 and HITRAN 2008 [Rothman et al., 2009] 

is rather unsatisfactory in the 3 µm region for all spectral features other than the PQ3 branch. A new set of 

C2H6 cross-sections was therefore developed [Harrison et al., 2010], based on new high resolution IR 

spectra recorded with and without additional synthetic air at the Rutherford Appleton Laboratory 

Molecular Spectroscopy Facility (RAL, UK, http://www.stfc.ac.uk/ralspace/) using a high resolution FTIR 

spectrometer. These cross sections for C2H6 have been measured in the 3 µm spectral region and calibrated 

in intensity by using low resolution spectra from the PNNL IR database as a reference. Finally, [Lattanzi et 

al., 2011] published a linelist including an improved representation of P- and R-branch lines of C2H6. 

However, based on the quality of fits to Harrison's lab spectra, it has been evaluated that the Q-branch 

features which we use for our retrieval strategy are poorly represented compared to HITRAN 2008, 

(evaluation of this linelist can be found at http://mark4sun.jpl.nasa.gov/report/Evaluation of Lattanzi C2H6 

linelist.pdf). 

 

In 2011, an empirical pseudo-line-list (PLL) was fitted to Harrison's C2H6 lab spectra (the PLL and description 

can be found at http://mark4sun.jpl.nasa.gov/pseudo.html). The PLL generally provides a convenient and 

accurate way of interpolating/extrapolating in temperature and pressure to conditions not covered by lab 

measurements (Harrison's measurements in the case of this study for C2H6). In the present work, these 

pseudo-lines have been combined and tested with three versions of HITRAN (i.e. 2004, 2008 and 2012; 

[Rothman et al., 2005, 2009, 2013]). 
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As the 2950−3020 cm-1 region encompasses absorption features from many atmospheric gases, the related 

spectroscopic parameters need to be as complete and accurate as possible in order to best simulate the 

atmospheric spectra. To this end, in addition to the C2H6 PLL, two updates have been included in our 

linelist. The first one consists of an update for three O3 lines (encompassed in MW1) provided by P. Chelin 

(Laboratoire de Physique Moléculaire pour l'Atmosphère et l'Astrophysique, Paris, France, Personal 

Communication, 2004) in the framework of the UFTIR (Time series of Upper Free Troposphere 

observations from a European ground-based FTIR network) project. The second update concerns the CH3Cl 

line positions and line intensities for the ν1, ν4 and 3ν6 CH3Cl bands in the 3.4 µm region [Bray et al., 2011, 

2012]. Fourier transform spectra have been recorded at high resolution at the Laboratoire de Dynamique, 

Interactions et Réactivité in France. Measurements of line positions and line intensities have been 

performed for both isotopologues 12CH3
35Cl and 12CH3

37Cl in the ν1, ν4, 3ν6 bands and line intensities have 

been compared to the recent 174 integrated intensities from PNNL. 

 

Spectroscopic parameters RMS (%) Mean column 

(x 1016 molec.cm-2)  MW1 MW2 MW3 

HITRAN 2004 0.2118 0.2974 0.5213 1.08 

HITRAN 2004 + C2H6 PLL 0.1905 0.2283 0.1626 1.00 

HITRAN 2004 + C2H6 PLL + O3 0.1406 0.2283 0.1648 0.99 

HITRAN 2004 + C2H6 PLL + O3 + CH3Cl 0.1158 0.2357 0.1410 1.01 

     

HITRAN 2008 0.4705 0.1772 0.5200 1.03 

HITRAN 2008 + C2H6 PLL 0.1329 0.1332 0.1627 0.97 

HITRAN 2008 + C2H6 PLL + O3 0.1316 0.1331 0.1623 0.98 

HITRAN 2008 + C2H6 PLL + O3 + CH3Cl 0.1067 0.1179 0.1379 0.99 

     

HITRAN 2012 + C2H6 PLL + O3 0.1230 0.2151 0.1657 0.96 

Table 5.2. Root mean square (RMS) residuals of the calculated spectra relative to observations (in %) for each micro-
window when fitting are presentative subset of 229 solar spectra from the year 2003 and using different 

combinations of spectroscopic parameters (see first column). These residuals are displayed in Figure 5.2 for the 
HITRAN 2008 compilation and updates. Note that HITRAN 2004 includes the August 2006 updates and that the 

CH3Cl update tested here is already part of the original HITRAN 2012 release. The averages of the resulting column 
values (x 1016 molec.cm-2) are listed in the last column. A typical and representative standard deviation of 25 % is 

associated with these mean columns. 

 

Table 5.2 summarizes the residuals (relative to observations) and mean retrieved columns associated with 

the use of the HITRAN 2004 [including the August 2006 updates; e.g., Esposito et al., 2007], 2008 and 2012 

compilations with the different spectroscopic improvements mentioned above. Note that the CH3Cl 

update tested here is already part of the original HITRAN 2012 release. These tests have been performed 

on a subset of 229 representative solar spectra from the year 2003. Figure 5.2 displays mean observed and 

calculated spectra as well as residuals, and illustrates the improvement of residuals brought by each 

update compared to the initial HITRAN 2008 database. By comparing residuals for each micro-window, we 

can evaluate the major contributions brought by the C2H6 PLL and O3 updates (Figure 5.2.b) compared to 
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the original HITRAN 2008 parameters (Figure 5.2.a). Finally, Figure 5.2.c shows a refinement of residuals 

on the edges of MW1 and MW3 due to the use of the CH3Cl update. From Table 5.2 it appears that HITRAN 

2008 along with the three updates minimizes the residuals in all micro-windows and hence is currently the 

best spectroscopic database to employ for ISSJ solar spectra. It is worth noting that the increased residuals 

observed with the HITRAN 2012 compilation compared to the set up using HITRAN 2008, especially in 

MW2 (see Table 5.2), are due to changes in H2O parameters, more particularly in temperature and 

pressure-dependency parameters of the H2O feature at 2983.316 cm-1. 

 

5.2.3. Data characterization and error budget 

5.2.3.1. Characterization of the FTIR retrievals 

The averaging kernel matrix (A) is resulted by the inversion process of FTIR solar spectra and characterizes 

the information content of the retrievals. It describes how the retrieved concentration and vertical 

distribution of an absorber in the atmosphere are related to the true profile (xt) and also provides the 

contribution of the a priori (xa) to the retrieved profile (xr) according to Equation 5.1. 

 

 𝑥𝑟 = 𝑥𝑎 + 𝑨(𝑥𝑡 − 𝑥𝑎) (5.1) 

 

Figure 5.3 displays the mean averaging kernels for each vertical layer (Figure 5.3.b; expressed in 

molec.cm-2/molec.cm-2) and calculated on the basis of the 2008−2010 individual retrieved profiles, as well 

as the leading eigenvalues and eigenvectors (Figure 5.3.a). The vertical sensitivity of our retrieval strategy 

is illustrated by the total column averaging kernel drawn in black dashed line in Figure 5.3.b (here with 

values divided by 10 for visibility purpose). It indicates very good sensitivity to the true state of the 

atmosphere below ~13 km altitude, with 99 % of the information content independent from the a priori 

profile (xa) and mainly provided by the first eigenvector. The second and third eigenvectors and their 

associated eigenvalues indicate that the sensitivity of the retrievals extends in the lower stratosphere up 

to ~20 km, with some additional vertical resolution. 
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Figure 5.2 Mean observed (green dots) and calculated (red lines) spectra and associated residuals (obs. – calc.; blue 
lines) for a representative subset of 229 spectral fits with in the three micro-windows used for the C2H6 retrieval at 
ISSJ. Spectroscopic compilations used here are (a) the original HITRAN 2008 database, (b) HITRAN 2008 combined 
with the C2H6 PLL as well as O3 update and (c) HITRAN 2008 combined with C2H6, O3 and updated CH3Cl lines. Note 
the improvements brought by the different updates on the residuals, whose mean values are provided in Table 5.2. 

 

With a mean degree of freedom for signal (DOFS) of 2.11 ± 0.27 (1-σ confidence interval calculated over 

all 2008−2010 fitted spectra) and the two leading eigenvalues equal to 0.99 and 0.86, two independent 

pieces of information may be deduced from the averaging kernels. A first partial column is derived in the 

lower troposphere (from the ISSJ elevation up to ~8.5 km altitude) and a second one spanning the 

8.5−22 km altitude range is identified in the upper troposphere lower stratosphere. The sensitivity of our 
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retrieval strategy is slightly diminishing for altitudes above ~13 km, but a large part of the information 

content (at least 60 %) is still provided by the measurements at the 22 km level. Although independent 

partial columns are available from the retrieval process at ISSJ, we will only consider total columns of C2H6 

in this study.  

 

When compared with other recent works using pseudo-lines to retrieve C2H6 amounts, the content of 

information obtained from our retrievals is consistent with results from e.g., [Viatte et al., 2014] at Eureka, 

Canada (80.0°N, 86.4°W, 610 m a.s.l.; DOFS = 2.00 ± 0.20) who also employed the three micro-windows, 

and represents a significant improvement compared to previous works carried out at ISSJ, with typical 

DOFS of about 1.5 when using the PQ3 feature alone. The simultaneous use of the three non-contiguous 

micro-windows allows for a significant gain in retrieved information content compared to three 

non-simultaneous retrievals which would be subsequently averaged. The DOFS obtained from the 

individual use of each micro-window are 1.51 ± 0.24, 1.86 ± 0.25 and 1.70 ± 0.23 for MW1, MW2 and 

MW3, respectively. 

 

 

Figure 5.3. (a) First eigenvectors and associated eigenvalues, and (b) individual averaging kernels for each layer 
between the 3.6 and 24.0 km altitude range and total column averaging kernel (thick dashed line; divided here by 

10 for visibility purpose) characterizing the FTIR retrievals of C2H6 at ISSJ. The information content has been 
established on the basis of all the individual retrieved profiles throughout the 2008–2010 timespan. The averaging 

kernels from 2008–2010 are used in Section 5.2.5.1 to smooth GEOS-Chem profiles in comparison with the FTIR 
products. Moreover, tests have shown that the DOFS, eigenvectors and averaging kernels calculated on the basis of 

other years provide consistent results in terms of information content. 
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5.2.3.2. Error budget 

Table 5.3 summarizes the major sources of uncertainty that may affect the C2H6 columns retrieved from 

the ISSJ solar spectra, as well as estimates of their respective contribution to either systematic or random 

component of the error budget. The total errors are the square root of the sum of the squares of each of 

the contributing uncertainty sources. Most of the error contributions (excepting when specified below) 

have been calculated on the basis of all solar spectra from year 2003 according to the sensitivity tests listed 

in the last column of Table 5.3. The C2H6 retrieval is also characterized at ISSJ by an assumed variability of 

29.2 % and a daily relative standard deviation (calculated here for the days with at least three 

observations) equal to 4.0 %. 

 

The major contribution to the systematic component of the error budget comes from uncertainties on the 

C2H6 spectroscopy. An error of 4 % on the line intensity from the original spectra measurements has been 

reported in Harrison et al., [2010]. In addition, the uncertainty induced by the conversion of C2H6 

cross-sections into pseudo-lines is estimated at 4 % [Rinsland et al., 2012], including the random error in 

the pseudo-line spectroscopic parameters and the systematic error due to an imperfect representation of 

the physics by the pseudo-lines. We have combined the 4 % from Harrison et al., [2010] in quadrature with 

the 4 % from the conversion into pseudo-lines, giving a conservative 246 uncertainty of 5.6 % on the C2H6 

absorption. When assuming this uncertainty during the inversion process, the retrieved C2H6 columns are 

affected by systematic anomalies of 5.6 %. 

 

Retrieved column biases due to line intensity uncertainties related to the interfering species have been 

gauged independently by assuming the maximum errors quoted in the HITRAN 2008 (for H2O, CH4 and O3) 

and HITRAN 2012 (for the CH3Cl updated line parameters, included in this official release) databases during 

the fitting process. The column anomalies corresponding to each interfering gases have been combined in 

quadrature and contribute for 0.9 % to the systematic component of the error budget. 

 

Other contributions to the total systematic error are minor. The total columns are retrieved from high 

quality solar spectra using the SFIT algorithm within uncertainties estimated at ±1 % [Hase et al., 2004]. 

The impact of an assumed instrumental misalignment of ±10 % at the maximum path difference on the 

retrieved columns is almost negligible (0.1 %). Finally, the impact of the selection of the a priori C2H6 state 

on the retrieved columns is estimated by adopting other realistic C2H6 mixing ratio profiles simulated by 

the GEOS-Chem and WACCM models as a priori, which leads to small divergences by up to 1.2 %. 

 

As random errors, we have assumed a 0.2°error in the solar pointing and have adopted the 

temperature-profile uncertainties quoted by NCEP (±1.5 °C between the ground and 20 km altitude, 

±2.0 °C for the 20-30 km altitude range, and from ±5 °C at 35 km up to ±9 °C at the stratopause). The 

corresponding biases on the retrieved C2H6 columns amount to 0.8 and 1.3 %, respectively. As in Franco et 

al., [2015], we have also made the tropospheric slope of the H2O a priori profile vary by a factor 2; such 

perturbations only induce 0.1 % bias in the C2H6 columns, highlighting the independence of the C2H6 

retrieval to the tropospheric water vapor content for a dry high-altitude site. 
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Error source Error (%) Comments 

Assumed variability 29.2  

Relative standard deviation 4.0 For the days with at least 3 observations 

   

Systematic errors   

C2H6 spectroscopy and conversion into 

pseudo-lines 

5.6 ± 5.6% uncertainty on line intensity 

Line intensity of interfering gases 0.9 HITRAN 2008 uncertainties (up to 10% for 

H2O, 20 % for O3, 30 % for CH4 and 20 % for 

CH3Cl) 

ILS 0.1 ± 10% misalignment and instrument bias 

Forward model 1.0 Retrieval algorithm-related 

C2H6 a priori profile 1.2 C2H6 a priori profiles derived from GEOS-

Chem and WACCM 

Total Systematic Error 5.9  

   

Random errors   

Temperature profiles 1.3 NCEP profile uncertainty (see text) 

H2O a priori profile 0.1 Changes by a factor of 2 in H2O a priori 

slope 

Solar Zenith Angle(SZA) 0.8 ± 0.2° bias 

Measurement noise 1.6  

Smoothing 1.1  

Model parameters 0.2  

Total Random Error 2.4  

Table 5.3. Error budget of the C2H6 retrievals at ISSJ, including the impact of systematic and random uncertainties on 
total columns retrieved from all individual solar spectra recorded during the year 2003, according to specifics given 

in the last column. The contributions of measurement noise, smoothing and model parameters have been estimated 
on the basis of a representative subset of solar spectra following the formalism of Rodgers, [2000]. 

 

According to the formalism of Rodgers [2000] and such as detailed in Section 2.2.2 in Vigouroux et al., 

[2009], we have computed the gain and sensitivity matrices of a subset of solar spectra representative of 

the ISSJ dataset in terms of S/N ratio, DOFS, solar zenith angle, residuals, etc., eventually providing the 

respective contributions of measurement noise (1.6 %), smoothing (1.1 %) and forward model parameters 

(0.2 %) to the total random error. 

 

The estimated total systematic and random errors affecting our retrieved C2H6 columns amount to 5.9 and 

2.4 %, respectively. The latter represents a significant improvement compared to Rinsland et al., [2000], 

where only the 2976−2977 cm-1 micro-window with the PQ3 branch for inversion of the ISSJ solar spectra 

is used and where the random component of the error budget is estimated in a similar way at 6.6 % (and 

also found 5.9 % of total bias for the systematic component). 
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5.2.4. Supporting model simulations 

5.2.4.1. CHASER 

The CHASER model [Sudo, 2002; Sudo and Akimoto, 2007], developed mainly in the Nagoya University and 

the Japan Agency for Marine-Earth Science and Technology (JAMSTEC), is a chemistry coupled climate 

model, simulating atmospheric chemistry and aerosols in cooperation with the aerosol component model 

SPRINTARS [Spectral Radiation-Transport Model for Aerosol Species; Takemura, 2005]. It has also been 

developed in the framework of the Model for Interdisciplinary Research on Climate-Earth System Model, 

MIROC-ESM-CHEM [Watanabe et al., 2011]. CHASER simulates detailed chemistry in the troposphere and 

stratosphere with an on-line aerosol simulation including production of particulate nitrate and secondary 

organic aerosols. 

 

For this study, the model's horizontal resolution is selected to be 2.8°x 2.8°with 36 vertical layers extending 

from the surface up to about 50 km altitude. As the overall model structure, CHASER is fully coupled with 

the climate model core MIROC, permitting atmospheric constituents (both gases and aerosols) to interact 

radioactively and hydrologically with meteorological fields in the model. For replicating the past 

meteorological conditions in the model, this study employs a nudged chemical transport model version of 

CHASER in which wind fields and temperatures calculated by the MIROC's AGCM are relaxed to 

meteorological reanalysis data. In this study, the NCEP final reanalysis data set is used as a nudging 

constraint with the HadISST data set (Hadley Centre Sea Ice and Sea Surface Temperature) for distributions 

of sea surface temperatures and sea ice. Chemistry component of CHASER considers the chemical cycle of 

Ox-NOx-HOx-CH4-CO with oxidation of Non-Methane Volatile Organic Compounds (NMVOCs), halogen 

chemistry and NHx-SOx-NO3 system simulating 96 chemical species with 287 chemical reactions. In the 

model, NMVOCs include C2H6, C2H4, propane (C3H8), C3H6, C4H10, acetone, methanol and biogenic NMVOCs 

(isoprene, terpenes). 

 

Anthropogenic emissions (for NOx, CO, CH4, NMVOCs, NH3, SO2, black carbon and organic carbon) are 

specified using the EDGAR-HTAP2 (Emission Database for Global Atmospheric Research, targeted for 2008: 

http://edgar.jrc.ec.europa.eu/) and fire emissions are based on the MACC's reanalysis data (Monitoring 

Atmospheric Composition & Change; https://gmes-atmosphere.eu/about/project 

structure/input_data/d_re/) for individual years/months. For biogenic NMVOC emissions, we employ 

calculation by the land ecosystem/trace gas emission model VISIT [Vegetation Integrative SImulator for 

Trace gases; Ito, 2010]. 

 

5.2.4.2. GEOS-Chem 

GEOS-Chem (version 9-01-03: http://acmg.seas.harvard.edu/geos/doc/archive/man.v9-01-

03/index.html) is a global 3-D CTM capable of simulating global trace gas and aerosol distributions. 

GEOS-Chem is driven by assimilated meteorological fields from the Goddard Earth Observing System 

version (GEOS-5) of the NASA Global Modeling Assimilation Office (GMAO). The GEOS-5 meteorology data 

have a temporal frequency of 6 h (3 h for mixing depths and surface properties) and are at a native 

horizontal resolution of 0.5°x 0.667°with 72 hybrid pressure-σ levels describing the atmosphere from the 

surface up to 0.01 hPa. In the framework of this study, the GEOS-5 fields are degraded for model input to 
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a 2°x 2.5°horizontal resolution and 47 vertical levels by collapsing levels above ~80 hPa. The chemical 

mechanism applied here is the standard full chemistry GEOS-Chem simulation, including detailed O3-NOx-

Volatile Organic Compound (VOC)-aerosol coupled chemistry [see Bey et al., 2001 and Park et al., 2004 for 

full description] with updates by Mao et al., [2010]. 

 

Ethane is emitted from anthropogenic and pyrogenic sources in GEOS-Chem. The RETRO (REanalysis of the 

TROpospheric chemical composition) emission inventory [van het Bolscher et al., 2008] is the global default 

for anthropogenic NMVOC emissions aside from C2H6 and C3H8. Ethane and C3H8 emissions in RETRO are 

low compared to the GEOS-Chem inventories from Xiao et al., [2008], which are unbiased relative to the 

pre-2004 observations presented as in Xiao et al., [2008]. Thus we used the C2H6 and C3H8 emission 

inventories from Xiao et al., [2008]. Ethane emissions from biomass burning are from the Global Fire 

Emissions Database (GFED3) monthly biomass burning emissions [van der Werf et al., 2010]. 

 

The GEOS-Chem model output presented here covers the period July 2005 May 2013, for which the 

GEOS-5 meteorological fields are available. We have used a one-year run for spin-up from July 2004 to 

June 2005, restarted several times for chemical initialization. The model outputs consist of C2H6 mixing 

ratio profiles at a three-hour time frequency, saved at the closest 2°± 2.5°pixel of the ISSJ station. To 

account for the vertical resolution and sensitivity of the FTIR retrievals, the individual concentration 

profiles simulated by GEOS-Chem are interpolated onto the vertical grid of FTIR. They are then averaged 

into daily profiles and eventually smoothed by applying the FTIR averaging kernels A (see Equation 5.1) 

according to the formalism of Rodgers, [2003]. The averaging kernels used to convolve the model outputs 

are seasonal averages over March-May, June-August, September-November and December-February 

obtained from the 2008−2010 individual FTIR retrievals. The following comparison between FTIR and 

smoothed GEOS-Chem data involves the days with observations available within the July 2005−May 2013 

time period only (i.e. 915 days of observations). 

 

5.2.5. Ethane time series 

In this section, we first present a preliminary comparison between C2H6 FTIR total columns and simulations 

by the GEOS-Chem model by illustrating the seasonal cycle of C2H6 at ISSJ. We have taken into account the 

vertical resolution and specific sensitivity of the FTIR retrievals before comparison with the model data. 

We then report the entire 1994−2014 time series of daily-mean total columns and corresponding trends. 

 

5.2.5.1. Seasonal cycle 

The seasonal cycle of C2H6 abundances above ISSJ is illustrated in Figure 5.4, which displays on a one-year 

time base the monthly means of FTIR total columns and associated 1-σ standard deviation as error bars. 

The running mean of the FTIR daily average data (not shown here), computed using a two-month 

integration length and a 15-day time step, is drawn in solid blue line. The shaded area corresponds to the 

1-σ standard deviation around the running mean. The FTIR data subset used in Figure 5.4 spans the 

July 2005−May 2013 time period in order to coincide with the GEOS-Chem simulation. A similar running 

mean and standard deviation have also been calculated on the basis of the daily-averaged total columns 
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simulated by GEOS-Chem (after smoothing by the FTIR averaging kernels). These are represented by the 

red curve and by the shaded area in Figure 5.4, respectively. 

 

 

Figure 5.4. Monthly-averaged total columns of C2H6 and associated 1-σ standard deviation bars displayed on a 
1-year time base, from the FTIR retrievals performed above ISSJ between July 2005 and May 2013. The blue curve 
and shaded area show on a 1-year time base the running mean fit to the daily-averaged columns (with a 2-month 
wide integration time and a 15-day time step) and the associated 1-σ standard deviation, respectively. The red line 
and shaded area represent corresponding information, but deduced from the smoothed GEOS-Chem output. Note 

that the 1-σ standard deviations around the running mean are calculated on the basis of the daily-averaged 
columns and hence include interannual fluctuations as well as variability of the monthly mean. 

 

The seasonal cycle of C2H6 apparent in the FTIR total column data and model output are in good 

agreement, characterized by a maximum in March−April and a minimum in August−September. Since fossil 

fuel production is the main source of C2H6 emissions [Xiao et al., 2008] and does not present a particular 

seasonal cycle during the year [Pozzer et al., 2010], the strong seasonal cycle of C2H6 burden is primarily 

driven by the photochemical oxidation rate by OH radicals, which is enhanced during summer [Schmidt et 

al., 1991; Simpson et al., 2012]. At mid and high latitudes, C2H6 accumulates during wintertime and peaks 

in late winter due to its relatively long lifetime and slow exchange with lower latitudes [Rinsland et al., 

2000]. Consistent values of seasonal amplitude, i.e. the difference between the maximum and minimum 

running means divided by the annual average over the whole time period, are associated with these 

seasonal modulations: 50.4 % and 57.3 % for FTIR and GEOS-Chem, respectively. A direct comparison 

between the daily-mean C2H6 total columns derived from the CTM and ground-based observations is 

presented in Figure 5.5 and shows a correlation R of 0.77. 
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However, it appears clearly on Figures 5.4 and 5.5 that the C2H6 burden simulated by GEOS-Chem is 

systematically lower than the FTIR measurements. Over the mid-2005−mid-2013 time period, the 

daily-averaged modeled C2H6 columns present a systematic bias of -26.7 ± 16.5 % relative to the FTIR daily 

means, and the two data sets cannot be reconciled by accounting for the systematic errors affecting the 

observations (see Table 5.3). The systematic bias is hypothesized to be driven by an underestimation of 

the C2H6 emissions used by the model that were developed only considering data collected prior to 2004. 

Incorporating updated and more accurate emission inventories into GEOS-Chem is the focus of ongoing 

work and is beyond the scope of this paper. 

 

 

Figure 5.5. FTIR daily-averaged total columns of C2H6 versus daily-averaged C2H6 abundances derived from 
smoothed GEOS-Chem profiles over the July 2005–May 2013 time span. The straight red line corresponds to the 

linear regression (with R as the correlation coefficient) between both data sets. 

 

The retrieved columns of C2H6 at ISSJ are consistent with ground-based FTIR measurements from other 

stations in terms of amounts and seasonal cycle, taking into account the latitude and elevation of the ISSJ 

station [Rinsland et al., 2001, 2002; Zhao, 2002; Gardiner et al., 2008; Angelbratt et al., 2011; Vigouroux 

et al., 2012; Zeng et al., 2012; Viatte et al., 2014]. At high altitude stations such as ISSJ, lower burden and 

seasonal amplitude are generally observed due to high concentrations of C2H6 in the lowest tropospheric 

layers [Angelbratt et al., 2011]. For instance, monthly-mean columns ranging between 1.76 ± 0.40 and 

3.36 ± 0.30 x 1016 molec.cm-2 and a corresponding seasonal amplitude of 63 % were obtained from ground-

based FTIR solar spectra recorded over 1995-2000 at two Northern Hemisphere mid-latitude (44°N) 

stations located almost at sea level in Japan [Zhao, 2002]. The amplitude of the seasonal cycle is generally 

larger at high-latitude sites because of the enhanced fossil fuel emissions [Zeng et al., 2012] and very weak 

oxidation rate by OH radicals in winter, allowing C2H6 to accumulate substantially during this season. At 
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Eureka, Viatte et al., [2014] retrieved monthly-mean C2H6 columns between 1.2 and 2.85 x 1016 molec.cm-2 

from FTIR observations for 2007−2011, and the amplitude of the seasonal cycle was 93 %. 

 

5.2.5.2. Long-term trend 

Figure 5.6 presents the long-term time series of daily-averaged C2H6 total columns (in molec.cm-2) 

retrieved from the ISSJ solar spectra for the September 1994−August 2014 time period, which consists of 

11 859 measurements spread over 2 224 days of observation. The error bars associated with these daily 

means correspond to the 1-σ standard deviation of the measurements within each day. This FTIR database 

homogeneously covers the investigated time span. We have used the statistical bootstrap resampling tool 

developed as in Gardiner et al., [2008] to fit the whole daily time series in order to determine the C2H6 

long-term linear trend (as well as the associated uncertainty) and the seasonal modulation. This bootstrap 

method combines a linear function and a 3rd order Fourier series taking into account the intra-annual 

variability of the data set. 

 

Moreover, a running mean of the daily average data with a three-year wide integration time and a 

six-month step has revealed a minimum in the time series between the end of 2008 and the beginning of 

2009. Therefore we have fitted both 1994−2008 and 2009−2014 time periods separately with the 

bootstrap tool that has returned two statistically-significant trends of C2H6 total columns at the 2-σ 

confidence level: - 9.56 ± 1.91 x 1013 molec.cm-2.yr-1 and 4.35 ± 0.81 x 1014 molec.cm-2.yr-1, respectively. 

Then we have used both 1995.0 and 2009.0 columns modeled by the bootstrap tool as references in order 

to calculate the relative annual trends. 

 

Analysis of the 1994−2008 time span reveals a regular decrease of the C2H6 amounts above ISSJ 

by -0.92 ± 0.18 %.yr-1 relative to 1995.0. This negative trend is consistent with measurements and 

corresponding trends of atmospheric C2H6 burden presented in Simpson et al., [2012] and Aydin et al., 

[2011], both studies attributed the decline of global C2H6 emissions from the mid-1980s to reduced fugitive 

emissions from fossil fuel sources in Northern Hemisphere rather than a decrease in biomass burning and 

biofuel use (the other major sources of C2H6). These fugitive emissions mainly include natural gas loss due 

to evaporation, venting and flaring as well as equipment leaks during the production and processing of 

natural gas and oil. Consistent trends derived from FTIR solar spectra have already been reported at ISSJ 

by previous studies, but over shorter time periods: - 2.70 ± 0.30 %.yr-1 over 1985−1995 [Mahieu et al., 

1997], - 1.20 ± 0.65 %.yr-1 over 1995−1999 [Rinsland et al., 2000], -1.05 ± 0.35 %.yr-1 over 1995−2004 

[Gardiner et al., 2008] and - 1.51 ± 0.23 %.yr-1 over 1996−2006 [Angelbratt et al., 2011]. Global C2H6 

emissions did not decline as rapidly between 2000 and 2010 period compared to the 1980s and 1990s 

[Aydin et al., 2011; Simpson et al., 2012], and this is consistent with our reported negative trend, which is 

smaller than reported in previous ISSJ studies. 
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Figure 5.6. FTIR time series of daily-averaged C2H6 total columns and associated 1-σ standard deviation bars above 
ISSJ from September 1994 to August 2014. The functions fitted to all available daily means (including seasonal 

modulation and trend component) and calculated by the bootstrap resampling tool of [Gardiner et al., [2008] over 
the 1994–2008 and 2009–2014 time periods are drawn in blue curve. The green and red solid lines correspond to 

the trend components of these fitting functions. 

 

Conversely, for the 2009−2014 time period, the bootstrap tool reveals a strong positive trend of C2H6 total 

columns of 4.90 ± 0.91 %.yr-1 relative to 2009.0 above ISSJ. We have also applied the bootstrap tool to the 

3.58−8.88 and 8.88−22.10 km partial columns of C2H6 above ISSJ (see Section 5.2.3.1) and have found very 

similar positive trends relative to 2009.0, suggesting a vertically-homogeneous increase of C2H6 

throughout the troposphere (and lower stratosphere). To our knowledge, this recent increase of the C2H6 

burden in the background atmosphere has not been reported and its origin is still unidentified. 

 

A hypothetical source may be enhanced fugitive emissions of C2H6 linked to the recent growth in the 

exploitation of shale gas and tight oil reservoirs. The growth has been especially massive in North America. 

Indeed, positive anomalies of CH4 related to the oil and gas industries have been recently detected from 

space over regions of North America where the drilling productivity began to grow rapidly after 2009 (see 

[69]). This hypothesis is supported by measurements derived from 1 986 solar occultation observations 

performed over North America (16°−88°N and 173°−50°W) between 2004 and the middle of 2013 by the 

ACE-FTS instrument [Bernath et al., 2005]. We employed the version 3.5 ACE-FTS data [Boone et al., 2013], 

which includes an improved retrieval strategy for C2H6, within the 8−16 km altitude range. Applying the 

bootstrap tool to the ACE-FTS partial columns over the 2004-2008 and 2009-2013 time periods, we have 

calculated statistically-significant trends (at the 2-σ level) of - 1.75 ± 1.30 and 9.4 ± 3.2 %.yr-1 relative to 

2005.0 and 2009.0, respectively, which are consistent with the FTIR trends when accounting for the 

associated uncertainty ranges. Trends derived from 906 ACE-FTS measurements between 10°−40°S do not 
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reveal any recent increase of the C2H6 burden. Instead these data show a statistically significant decrease 

(- 1.62 ± 1.08 %.yr-1) over the 2004 to mid-2013 time period. This suggests that the observed increase of 

C2H6 is limited to the Northern Hemisphere. 

 

It is worth noting that the GEOS-Chem CTM does not reproduce this recent increase in the abundance of 

C2H6 above ISSJ, suggesting emission inventories for C2H6 and other light alkanes may not be properly 

accounting for the enhanced fugitive emissions from recent natural gas and oil production. 

 

5.2.6. Discussions and conclusions 

In this study, we have developed and optimized a new strategy based on an improved spectroscopy to 

retrieve C2H6 total and partial columns from ground-based FTIR solar spectra recorded at the dry and 

high-altitude ISSJ. The selected spectroscopic parameters accounted for in the three micro-windows 

include C2H6 pseudo-lines based on cross-section laboratory spectra as well as updated line features for 

O3 and CH3Cl. Such an improved spectroscopy has yielded substantially reduced fitting residuals, enhanced 

information content (with a mean DOFS of 2.11 ± 0.27 for the whole data set) and less solar spectra 

discarded because of ungeophysical mixing ratio profiles. 

 

We have applied this strategy to the long-term FTIR time series available at ISSJ (spanning 1994−2014) and 

compared the retrieved total columns to C2H6 columns simulated by the GEOS-Chem CTM, taking into 

account the vertical sensitivity of the retrievals by convolving the modeled profiles with the FTIR averaging 

kernels. The observations and the model present consistent seasonal cycles, but GEOS-Chem 

under-predicts the observed C2H6 burden throughout the seasonal cycle. This suggests an underestimation 

of C2H6 emissions in the model and points to the need for improved inventories for further GEOS-Chem 

simulations and sensitivity tests. 

 

Finally, we have presented the 20-year ISSJ time series of C2H6 column abundance. Using a bootstrap 

resampling tool, we have calculated a statistically-significant negative trend in C2H6 total columns until 

2009, consistent with prior studies and with our understanding of global C2H6 emissions. However, the ISSJ 

time series has also revealed a strong positive trend in C2H6 over the last years of the record, from 2009 

onwards. Such a recent increase in the remote atmosphere is still unreported and, because of the 

involvement of C2H6 in the global VOC-HOx-NOx chemistry responsible for generating or destroying 

tropospheric O3, investigating both its cause and its impact on air quality should be a high priority for the 

atmospheric chemistry community. 

 

This C2H6 increase extends beyond previous positive short-term anomalies already observed in the 

Northern Hemisphere, which occur every 3−5 years and are generally associated with variability in biomass 

burning emissions [Simpson et al., 2006, 2012]. The seasonal cycle of C2H6 above ISSJ is primarily driven by 

the photochemical cycle of its main sink (OH radicals). We argue that it is unlikely that the recent increase 

can be attributed to sharp fluctuations of OH concentration in the atmosphere because the global OH 

levels have not exhibited large interannual variability since the end of the 20th century [Montzka et al., 

2011]. Indeed, neither CO nor other species that have oxidation by OH as their major removal pathway 
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such as hydrogen cyanide (HCN) and acetylene (C2H2), do not present an upturn in their retrieved columns 

above ISSJ over the last years. However, CH4, which is closely linked to C2H6 [Simpson et al., 2006, 2012], 

has also presented globally a renewed rise after 2006 [Kirschke et al., 2013]. We hypothesize that the 

observed recent increase in C2H6 above ISSJ could represent a change in C2H6 throughout the Northern 

Hemisphere and may be the product of a large increase in fugitive emissions related to the recent upturn 

in the development of North American shale gas and tight oil reservoirs. 

 

The lifetime of C2H6 is approximately months, and this makes C2H6 influenced by vertical mixing and 

long-range transport. Ethane is therefore a convenient tracer of anthropogenic activity for remote sensing 

[Schmidt et al., 1991]. Measurements of C2H6 in the remote troposphere can also be used to identify air 

masses that have originated in regions with significant oil and gas production [Simpson et al., 2012]. Air 

masses impacted by intense episodes of biomass burning have already been detected in the retrieved C2H6 

columns at ISSJ, associated with severe tropical emissions from Asia during the strong El Niño event of 

1997−1998 [Rinsland et al., 2000]. Our future work will focus on combining an analysis of C2H6 

measurements from ground-based FTIR solar spectra and observations from ACE-FTS with dedicated 

GEOS-Chem simulations with updated inventories. The goal will be to identify the cause of the recent 

increase in C2H6 and evaluate the magnitude of emissions required to produce the observed changes. 

 

5.3. Follow-up and ongoing work 

Ongoing work carried out at GIRPAS is planned in two steps, first focused on North America and then on 

the global scale. The recent increase of C2H6 will be confirmed and quantified through the analysis of time 

series derived from FTIR observations at Northern American sites (e.g. Toronto, Boulder,…). This will allow 

verifying the hypothesis that massive shale gas exploitation in the US is responsible for the observed re-

increase. Since best emission inventories currently available significantly underestimate the observed C2H6 

burden, we need to investigate on better C2H6 emissions. The bottom-up approach will consist in 

evaluating the amount of C2H6 emitted to match the C2H6 upturn as observed by FTIR measurements while 

the top-down approach will assess a new emission inventory of C2H6 in North America, based on 

observations of methane from the Greenhouse Gases Observing Satellite [GOSAT, developed by the Japan 

Aerospace Exploration Agency, JAXA, Kuze et al., 2009] and inferred using C2H6/CH4 emission ratios. 

 

The C2H6 re-increase will be characterized at a global level by achieving a multi-site study regrouping most 

ground-based FTIR observation sites (NDACC or non-affiliated that perform measurements since at least 

2009). In an effort of producing harmonized C2H6 time series, the C2H6 retrieval strategy as developed and 

described in [Franco et al., 2015a] with comments provided above will be applied to all participating 

stations. This global FTIR study will provide additional information for us to infer adjusted C2H6 emission 

inventories and therefore enabling us to assess the impact of the C2H6 re-increase on the "air quality". 

Indeed, thanks to the improved information content associated to this newly optimized retrieval strategy 

we are able to derive tropospheric C2H6 partial columns from FTIR observations. From tropospheric C2H6 

partial columns, the impact on levels of tropospheric O3 will be quantified thanks to dedicated simulations. 
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Chapter 6 − Methane 

6.1. Introduction 

The harmonization of a retrieval strategy for methane for the whole infrared working group of NDACC to 

which I contributed is still ongoing. The major remaining issues are the availability of highly accurate and 

consistent spectroscopic parameters for CH4 and the inversion of water vapor alongside. Indeed, as 

mentioned by Sussmann et al. [2011] and Frankenberg et al. [2008], erroneous spectroscopic parameters 

can lead to airmass-dependent artifacts impacting methane seasonality. Regarding water vapor, it 

presents strong absorption lines close to CH4 lines and therefore heavily impacts the interference errors 

associated to the retrieval of CH4 even leading to the determination of wrong CH4 seasonality for low 

altitude humid sites. Most retrieval strategies applied at ground-based FTIR stations are either based on 

the work of Sepúlveda et al., [2012] or Sussmann et al., [2011]. 

 

The manuscript presented in the following sections is in preparation for submission in Atmospheric 

Chemistry and Physics in the framework of the special issue “Twenty-five years of operations of the 

Network for the Detection of Atmospheric Composition Change (NDACC) (AMT/ACP/ESSD Inter-Journal 

SI)”. My contributions to this multi-site study include (in chronological order): 

− optimization of the retrieval strategy of CH4 for Jungfraujoch, 

− retrieval of the whole FTIR observations from the Bruker operated at the Jungfraujoch, 

− analysis of total, tropospheric and stratospheric CH4 time series as observed by the ten FTIR sites, 

− determination of the trend affecting those time series over the 2005-2012 time period, 

− regridding of the GEOS-Chem tagged simulations to the ten stations, 

− smoothing of the GEOS-Chem simulations for each station by their respective averaging kernels, 

− analysis of tropospheric, stratospheric and total columns of CH4 since 2005 as simulated by GEOS-Chem, 

− analysis of the 11 tracers and their changes since 2005 as simulated by GEOS-Chem for each FTIR stations. 

 

The methods employed for the above mentioned tasks are fully detailed in the following sections. 
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Abstract 

Changes of atmospheric methane (CH4) since 2005 have been evaluated using Fourier Transform Infrared 

(FTIR) solar observations performed at 10 ground-based sites, all members of the Network for Detection 

of Atmospheric Composition Change (NDACC). From this, we find an increase of atmospheric methane 

total columns that amounts to 0.30 ± 0.04 %/year for the 2005−2012 period. We used the GEOS-Chem 

Chemical Transport Model tagged simulation that accounts for the contribution of each emission source 

and one sink in the total CH4 simulated based on emissions inventories and transport. After regridding 

according to NDACC vertical layering using a conservative regridding scheme and smoothing by convolving 

with respective FTIR seasonal averaging kernels, GEOS-Chem simulation shows an increase of atmospheric 

methane of 0.35 ± 0.03 %/year which is in agreement with NDACC measurements. Analysis of the GEOS-

Chem tagged simulation allows us to quantify the contribution of each tracer to the global methane change 

since 2005. We find that natural sources such as wetlands and biomass burning contribute to the inter-

annual variability of methane. However, anthropogenic emissions such as coal mining, gas and oil 

transport and exploration which are mainly emitted in the Northern Hemisphere and act as secondary 

contributors to the global budget of methane, have played a major role in the increase of atmospheric 

methane observed since 2005. 
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Conclusions 

This work has reported the study of atmospheric methane and two of its derivatives, i.e. ethane and 

methanol. Those three gases have an impact on air quality through their removal pathway. Indeed, in 

the troposphere their oxidation impacts the contents of ozone making them act as ozone precursors. 

In addition, in the stratosphere methane influences the content of ozone and the production of water 

vapor. Moreover, both methane and ethane contribute to the greenhouse radiative forcing. While the 

latter is an indirect greenhouse gas because of its sinks, the former is the second most important 

anthropogenic greenhouse gas after CO2. Their concentrations have been primarily assessed from 

ground-based FTIR solar observations recorded at the high alpine International Scientific Station of the 

Jungfraujoch (3580 m a.s.l.), member of the Network for Detection of Atmospheric Composition 

Change, in the prospect of studying their long-term trend and recent changes as well as their seasonal 

and/or diurnal variations. 

 

The primary challenge of this work was the development and optimization of retrieval strategies for 

the three studied gases from FTIR observations recorded at the Jungfraujoch. The development and 

optimization of a retrieval strategy is based on the selection of the best combination of parameters in 

order to limit interferences, minimize residuals, maximize the information content and thus maximize 

the altitude sensitivity range. To this end, we have performed systematic search for and evaluation of 

absorption lines of the target species and have determined the best combination of spectral windows. 

When required, several spectroscopic linelist for the target and interfering species have been tested 

as well as their impact on residuals and information content. We performed thorough comparisons of 

a priori mixing ratio profiles for target species produced from satellite observations or model 

simulations with support from in situ GC-MS surface measurements. Other parameters such as the 

signal-to-noise ratio for inversion, the solar zenith angle range, the slope and background curvature of 

the spectra and the effective apodisation parameter have been adjusted. Through this work a method 

for error analysis associated to the line parameter uncertainty has been developed and is currently of 

use in the GIRPAS group. It has been employed for each available combination of parameters and has 

served as an indicator for the selection of the best retrieval strategy to be employed. 

 

A 17-year time series of methanol has been presented from the analysis of FTIR observations recorded 

at the Jungfraujoch [Bader et al., 2014]. The optimized retrieval strategy consists in the combination, 

for the first time, of spectral windows that have been used in previous work [Dufour et al., 2006; 

Rinsland et al., 2009; Vigouroux et al., 2009] resulting in the improvement of the information content. 

Indeed, with a typical DOFS of 1.82, a total, a lower tropospheric (3.58-7.18 km) and an upper 

tropospheric-lower stratospheric (UTLS, 7.18-14.84 km) columns are available. Both random and 

systematic error sources have been identified and characterized using the method developed through 

this work on spectra recorded in the year 2010, and are found to be respectively 5 and 7 % for the total 

column. Since the long-term trend analysis of methanol total columns shows no significant trend in the 

last 17 years, we analyzed the methanol seasonal cycle that exhibits a high peak-to-peak amplitude of 

129.4 ± 5.5 % (1σ) for total columns. Methanol total and partial columns are characterized by a strong 

seasonal modulation with minimum values and variability in December to February and maximum 

columns in June–July. Regarding methanol diurnal variations, they are characterized by an increase of 

methanol in the morning and a decrease during the afternoon for all seasons but summer. 
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The lower tropospheric and upper tropospheric-lower stratospheric columns of methanol retrieved 

from Jungfraujoch FTIR spectra have been confronted with measurements respectively obtained with 

surface in situ GC-MS and ACE-FTS satellite measurements, giving satisfactory comparison results. The 

FTIR lower-tropospheric data shows good agreement with in situ measurements regarding the data 

dispersion while the retrieved UTLS columns have a close to statistical agreement with ACE-FTS 

occultations. Comparisons with simulations from the IMAGESv2 model have also been performed. 

They demonstrated an underestimation by IMAGES v2 of the peak-to-peak amplitude for total and 

lower-tropospheric columns therefore leading to seasonal differences with an overestimation of 

winter methanol and an underestimation in summertime by the model whereas we observed no 

systematic bias between FTIR results and the model IMAGESv2. Regarding UTLS columns, both 

IMAGESv2 and our FTIR methanol have seasonal cycles in phase and similar peak-to-peak amplitudes. 

  

Even though the role of plant growth in methanol budget is confirmed by its seasonality, large 

uncertainties remain in the methanol budget. Thanks to the improvement of the information content 

of our retrieval and therefore our altitude sensitivity range, our total and partial columns time series 

provide a valuable tool for model and satellite validation and complement the NDACC measurements 

at northern mid-latitudes. 

 

Regarding ethane, we have developed a new strategy that includes the use of improved spectroscopic 

parameters that include ethane pseudo-lines based on cross-section laboratory spectra as well as 

updated line features for ozone and methyl chloride. Such optimized retrieval strategy has 

substantially reduced fitting residuals and enhanced information content, with a mean DOFS of 2.11 

(while previous work using only the branch near 2976 cm-1 showed a typical DOFS of 1.5). We have 

presented here a time series of ethane spanning 20 years of observations made at the Jungfraujoch 

[between 1994 and 2014; Franco et al., 2015]. Total columns of ethane have been compared with 

columns simulated by the GEOS-Chem model. Comparisons show a good agreement regarding the 

seasonal cycle amplitude and phase of ethane but a systematic and significant underestimation of the 

ethane burden by GEOS-Chem, suggesting an underestimation of emissions of ethane by the emission 

inventories. 

 

Analysis of long-term trend of ethane showed a negative trend from 1994 until 2009 and revealed a 

strong positive trend of ethane from 2009 onwards of 4.90 ± 0.91 %.year-1 (wrt 2009.0), reported for 

the first time [Franco et al., 2015]. Since the main sink of ethane, i.e. the hydroxyl radical has not 

exhibited large interannual variability since the end of the 20th century [Montzka et al., 2011], since 

no other species that are primarily removed from the atmosphere by oxidation by the hydroxyl radical 

present an upturn in their retrieved columns over the last years, and since methane, which shares 

emission sources with ethane, presents a global renewed rise after 2006 [Kirschke et al., 2013]; we 

hypothesize that the observed recent increase in ethane above the Jungfraujoch could represent a 

change in ethane throughout the Northern Hemisphere and may be the product of a large increase in 

fugitive emissions related to the recent upturn in the development of North American shale gas and 

tight oil reservoirs. 
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This hypothesis will be further examined on the northern America continent and then on a global scale. 

The objective will be to confirm and quantify the recent increase over North America to reinforce the 

hypothesis that massive US shale gas exploitation US is responsible for the observed increase. To this 

end, our aim will be to evaluate more representative emission inventories, using top-down and 

bottom-up approaches in dedicated mode simulations. We will then characterize the ethane increase 

at a global level that will provide additional information to infer adjusted ethane emission inventories 

in order to assess the impact of the ethane increase on the air quality. 

 

Finally, we quantified the changes of methane since 2005 from 10 ground-based NDACC sites, with a 

mean global increase of 0.30 ± 0.04 %.year-1 for the 2005-2012 period (wrt 2005.0). A GEOS-Chem 

tagged simulation that provides the contribution of each emission source and one sink to the total 

methane simulation, has been used in order to provide hypotheses for the source(s) responsible for 

the recent methane upturn. After regridding and smoothing of GEOS-Chem simulation results to match 

the spatial and vertical resolution of the ground-based observations as well as the vertical sensitivity 

range, comparisons between FTIR observations and a GEOS-Chem tagged simulation covering the 

2005-2012 period have been presented. The global mean increase of methane as simulated by GEOS-

Chem amounts to 0.35 ± 0.03 %.year-1 which is in good agreement with the observed mean annual 

changes as observed by the ground-based stations. 

 

A detailed analysis of the GEOS-Chem tracer on both the local and global scales was performed in order 

to quantify the contribution of each tracer to the global methane change since 2005. From this, we 

determined that natural sources such as wetlands and biomass burning contribute to the inter-annual 

variability of methane, while the increasing anthropogenic emissions such as coal mining, gas and oil 

transport and exploration, mainly emitted in the Northern Hemisphere that are secondary contributors 

to the global budget of methane, have played a major role in the increase of atmospheric methane 

observed since 2005. Those conclusions are consistent with the hypothesis mentioned above of 

increasing exploitation of shale gas and oil leading to the increase of atmospheric ethane. 
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Appendix A – List of molecules 

Formula Molecule name Formula Molecule name 

Ar Argon C2H5OOH Ethyl hydroperoxide 

BrOx Bromine oxides CH3OOH Methyl hydroperoxyde 

CCl2F2 CFC−12 CO Carbon monoxide 

CCl3F CFC−11 CO2 Carbon dioxide 

C5H8 Isoprene HF Hydrochloric acid 

C4H10 Butane HCl Hydrofluoric acid 

C3H8 Propane HDO Heavy water 

C3H6 Propene HgCdTe Mercury−Cadmium−Tellurium (MCT) 

C2H6 Ethane H2O2 Hydrogen peroxide 

C2H5 Ethyl radical H2O Water vapour 

C2H4 Ethylene HOX Hydrogen oxide radicals 

CH3 Methyl radical HO2 Hydroxyl radicals 

CH4 Methane InSb Indium−Antimonide 

CHClF2 HCFC−22 KBr Potassium bromide 

CHF3 HFC−23 N2 Nitrogen 

CH3Cl Methyl chloride N2O Nitrous oxide 

CH3CHO Acetaldehyde NOx Nitrogen oxides 

CH3COO2 Peroxyacetyl radical NO2 Nitrogen dioxide 

CH3C(O)O Acetate NO Nitrogen monoxide 

CHCOO2NO2 PAN O3 Ozone 

C3H6O Acetone 

O3(668) 

O3(686) 

O3(676) 

O3(667) 

Ozone isotopologues 

C2H5O2 Ethylperoxy radical O2 Oxygen 

CH3O2 Methylperoxy radical Ox Oxides 

CH4O Methanol HO Hydroxyl radical 

CH2O Formaldehyde PbS Lead−Sulphide 

CH3OH Methanol PbS Sulphur hexafluoride 

CH2OH Hydroxymethyl radical   
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Appendix B – List of acronyms 

ABL − Atmospheric Boundary Layer 

ACE − Atmospheric Chemistry Experiment 

ACE-FTS − Atmospheric Chemistry Experiment−Fourier Transform Spectrometer 

AGAGE − Advanced Global Atmospheric Gases Experiment 

AGCM − Atmospheric Global Circulation Model 

ATLAS − Atmospheric Laboratory for Applications and Science 

ATMOS − Atmospheric Trace Molecule Spectroscopy 

CFC − Chlorofluorocarbons 

CHASER − Chemical AGCM for Study of atmospheric Environment and Radiative forcing 

CICERO − Center for International Climate and Environmental Research Oslo 

CMDL − Climate Monitoring and Diagnostics Laboratory 

CTM − Chemical Transport Model 

DOFS − Degree of Freedom for Signal 

DPGS − Double−Pass Grating Spectrometer 

EAP − Effective Apodisation Parameter 

ECMWF − European Centre for Medium−Range Weather Forecasts 

EDGAR − Emission Database for Global Atmospheric Research 

EMEP − European Monitoring and Evaluation Programme 

ENVISAT − European ENVIronmental SATellite 

FTIR − Fourier Transform InfraRed spectrometer 

FTS − Fourier Transform Spectrometer 

GAW − Global Atmosphere Watch 

GC − Gas Chromatography 

GCM – Global Circulation Model 

GEOS − Goddard Earth Observing System 

GIRPAS − Groupe Infrarouge de l’Atmosphère Physique et Solaire 

GMAO − Global Modeling Assimilation Office 

GOSAT − Greenhouse Gases Observing Satellite 

GWP − Global Warming Potential 

HALOE − Halogen Occultation Experiment 

HCFC − Hydrochlorofluorocarbon 

HFC − Hydrofluorocarbons 

HIRS – High-Resolution Infrared Sounder 

HITRAN – HIgh-resolution TRANsmission molecular absorption database 

IASI − Infrared Atmospheric Sounding Interferometer 

ILC – Inter-Layer Correlation 

IMAGES − Intermediate Model of the Annual and Global Evolution of Species 

IPCC − International Panel for Climate Change 

IR − InfraRed 

IRWG − Infrared Working Group 
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ISSJ − International Scientific Station of the Jungfraujoch 

ITCZ − InterTropical Convergence Zone 

JAMSTEC − Japan Agency for Marine−Earth Science and Technology 

JAXA − Japan Aerospace Exploration Agency 

LT − Lower Tropospheric Layer 

MACC − Monitoring Atmospheric Composition & Change 

MCT – Mercury-Cadmium-Tellurium 

MIPAS − Michelson Interferometer for Passive Atmospheric Sounding 

MIROC-ESM − Model for Interdisciplinary Research on Climate-Earth System Model 

MkIV interferometer − MkIV Fourier Transform Infrared 

MLS − Microwave Limb Sounder 

MOZART − Model for Ozone and Related Tracers 

MS – Mass Spectrometry 

MSU − Microwave Sounding Unit 

MW – Micro-Window 

NCAR − National Center for Atmospheric Research 

NCEP − National Centers for Environmental Prediction 

NDACC − Network for Detection of Atmospheric Composition Change 

NDSC − Network for the Detection of Stratospheric Change 

NIES − National Institute for Environmental Studies 

NMV − Normal Modes of Vibration 

NMVOC – Non-Methane Volatile Organic Compound 

NOAA − National Oceanic and Atmospheric Administration 

OEM − Optimal Estimation Method 

OPD − Optical Path Difference 

PAN − Peroxyacetyl Nitrate 

PEM − Pacific Exploratory Mission 

PNNL − Pacific North West National Laboratory 

RETRO − REanalysis of the TROpospheric chemical composition 

RF − Radiative Forcing 

RMS − Root Mean Square 

SL-3 − Spacelab 3 

SNR – Signal-to-Noise Ratio 

SPRINTARS − Spectral Radiation-Transport Model for Aerosol Species 

SSU − Stratospheric Sounding Unit 

STE – Stratospheric-Tropospheric Exchange 

SZA − Solar Zenith Angle 

TES − Tropospheric Emission Spectrometer 

TIME − Thermosphere Ionosphere Mesosphere Electrodynamics 

TIROS − Television Infrared Observation Satellite 

TIVOS − Television Operational Vertical Sounder 

UARS − Upper Atmosphere Research Satellite 
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UPAR − UARS Reference Atmosphere Project 

UTLS – Upper Troposphere-Lower Stratosphere 

VISIT − Vegetation Integrative SImulator for Trace 

VOC − Volatile Organic Compounds 

WACCM − Whole Atmosphere Community Climate Model 

WMO − World Meteorological Organization 

ZPD − Zero optical Path Difference 
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High resolution Fourier transform spectra of the 21102–00001 band of 12C16O2 near
3340 cm�1 have been recorded and analyzed to extract isolated-line intensities and
collisional parameters, and first-order line-mixing coefficients. Voigt, hard-collision Rautian
and Sobel'man, and quadratic-speed-dependent Voigt profiles have been used. The line-
mixing coefficients measured for the three branches have also been evaluated using an
Energy-Corrected Sudden approach employing a symmetric metric in the Liouville space.
These coefficients compare very favorably with the experimental results and estimations
with an algorithm available in the literature. Results of straightforward ECS-modeling of
complete band shapes have been compared to the recorded spectra and future improve-
ments of this model required at subatmospheric pressures have been outlined.
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1. Introduction

The present experimental and theoretical work is focused
on a rather narrow region near 3:0 μm of the spectrum
of carbon dioxide. This spectral range is dominated by the
weak perpendicular 21102–00001 band of 12C16O2, observed
in spectra of the mesosphere of Venus recorded by the SOIR
(Solar Occultation in the InfraRed) instrument onboard the
ESA Venus Express spacecraft [1,2]. As the atmosphere of
Venus is predominantly composed of carbon dioxide [3],
reliable retrievals of concentrations of atmospheric species
from SOIR spectra require an accurate knowledge of CO2

absorption line shape parameters. The present work aimed
to measure these parameters for the 21102–00001 band of
12C16O2, for the self-broadening case and accounting for
x: þ32 2 650 42 32.
.
(Belgium).
pressure-induced line mixing effects. Note that, because the
composition of the atmosphere of Mars is also dominated by
CO2 (yet at lower pressures), the present measurements may
also prove useful for future missions to this planet [4].

Studies specifically devoted to the 21102–00001 band of
12C16O2 have already been reported. They dealt with mea-
surements of line intensities and self-broadening coefficients
[5–9]. To the best of our knowledge, first-order pressure-
induced line mixing coefficients [10] were never investi-
gated. Note that theoretical predictions employing semi-
empirical parameters to get broadening, shifting and line
mixing coefficients are available [11,12].

In the present contribution, intensities, and self-broad-
ening, self-shift and first-order line mixing coefficients were
measured for P-, Q- and R-branch lines of the 21102–00001
band of 12C16O2. These measurements were carried out
considering line narrowing resulting from either Dicke [13]
or speed dependence [14,15] effects. Self-broadening and
first-order line mixing coefficients as well as transmittance
for P-Q-R manifolds at various pressures were also computed
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Table 1
Carbon dioxide pressure P and spectral resolution R (equal to 0.9 divided
by the maximum optical path difference). The path length and tempera-
ture are, respectively, equal to 55:14ð17Þ cm and 293ð1Þ K for all the
spectra.

# Pa (hPa) R (cm�1)

1 2.95 (2) 0.005
2 11.18 (6) 0.005
3 30.0 (2) 0.005
4 101.0 (5) 0.01
5 202.0 (1) 0.01
6 302.0 (2) 0.02
7 450.0 (2) 0.02
8 602.0 (3) 0.03
9 752.0 (4) 0.05

10 903.0 (5) 0.05

a The uncertainty on P is the square root of the sum of the square of
the measurement uncertainty (conservatively estimated to be 0.5% of
reading) and the square of half of the variation of the pressure during the
recording of the interferograms.
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using a theoretical approach of Energy-Corrected Sudden
(ECS) type for the relaxation matrix. This approach, non-
Markovian in its general formulation, is characterized by the
use of a non-conventional symmetric metric in the Liouville
space and by an automatic satisfaction of the basic relations
(detailed balance, sum rules) derived from first principles.
Recently adapted to the case of infrared absorption of linear
molecules with stretching and bending modes [16] and
tested on high-density CO2 absorption bands influenced by
Coriolis interactions [17], this method is now tested, for the
first time, for the case of subatmospheric pressures where
the line shapes become sensitive to Doppler broadening and
collisional narrowing effects. We underline that, in contrast
to Ref. [11] where a large set of semi-empirical parameters
was used to reproduce experimentally observed line shape
parameters, besides previously adjusted parameters (for the
basic transition rates and adiabaticity factor) [18] and stan-
dard database characteristics of vibration–rotation interac-
tions (line positions, Herman–Wallis factors, etc.), the
present ECS model does not contain any additional fitting
parameters.

2. Experimental details

Ten unapodized room-temperature (29371 K) absorption
spectra of a natural sample of carbon dioxide (Sigma Aldrich,
99.8% stated purity) were recorded using a Bruker IFS 120 to
125HR upgraded Fourier transform spectrometer. The instru-
ment was fitted with a Tungsten source, an entrance aperture
diameter of 1.30 mm, a CaF2 beamsplitter, a low-pass filter
with cut-off at about 5000 cm�1 and a 77 K InSb detector. The
gas sample was contained in a 1.72-m Pyrex multi-pass
White-type cell closed by CaF2 windows, adjusted for 32
transits to yield an absorption path length of 55.14(17) m. The
cell was evacuated using an Adixen turbomolecular pumping
system. The carbon dioxide pressures, measured using abso-
lute MKS Baratron gauges model 690A of 10 and 1000 Torr
full-scale ranges, and spectral resolutions used are listed in
Table 1. All the spectra result from the co-addition
of 100 interferograms, except for spectra nos. 1, 2 and 3
recorded at the highest resolution, respectively, corresponding
to 500, 396 and 566 interferograms. All the spectra were
recorded over 4 days. Spectrum no. 1 was used to determine
the calibration factor C to apply to all the spectra according to
~νcalib ¼ ~νobsð1þCÞ, where ~νcalib and ~νobs are, respectively, the
calibrated and observed wavenumbers. C ¼ �2:55ð14Þ �
10�7 [throughout the article, numbers between parentheses
are the statistical uncertainties (1σ)] was obtained by match-
ing the observed positions of 70 water vapor lines in the range
3768–3953 cm�1 to information available in HITRAN [19]
with a RMS deviation of 5.5�10�5 cm�1 (the uncertainty
on the reference H2O line positions used is in the range 10�4–

10�5 cm�1). Four of the spectra recorded are presented in the
upper parts of Figs. 2 and 3.

3. Measurements

3.1. Modeling the CO2 absorption spectra

The line parameters were measured using a multi-
spectrum least squares fitting algorithm, developed in
Brussels [20]. The program adjusts a synthetic spectrum to
each of any number of observed Fourier transform spectra,
using a Levenberg–Marquardt least-squares fitting procedure.
Each synthetic spectrum, interpolated 4 or 8 times with
respect to the observed spectrum, is calculated as the con-
volution of a monochromatic transmission spectrum with an
instrument line shape (ILS) function. The latter includes the
effects of the finite maximum optical path difference and of
the finite size of the entrance aperture in the interferometer as
fixed contributions [21], as well as possible distortions
induced by phase errors and misalignment of the interferom-
eter [22,23].

In the present work, the range displayed in Figs. 2 and 3
was fitted at once, thus covering the whole 21102–00001
band. To fit the observed spectra to almost the noise level
required the inclusion of 9 carbon dioxide bands in the
analysis. They are the 21102–00001 cold band of 12C16O2,
13C16O2 and 16O12C18O, and the 22202–01101, 23302–02201,
30003–01101, 30002–01101, 31103–10002 and 31102–10001
hot bands of 12C16O2. In addition, absorption lines of the
main isotopologues of water vapor (apparently mostly pre-
sent in the cell; relative pressure r8� 10�4) and acetylene
[ν3 and ν2þðν4þν5Þ0 bands (in the past, the cell was
extensively used to record spectra of that species)] were
observed. Acetylene absorption was only observable in the
low CO2 pressure spectra (nos. 1–3; relative pressure
r2� 10�6).

The profile of the lines of the 21102–00001 band of
12C16O2 was modeled using either a Voigt [24], a Rautian
and Sobel'man (called “Rautian” hereafter) [25] or a speed-
dependent Voigt function [14], assuming a quadratic speed
dependence of the relaxation rate (i.e. a quadratic-speed-
dependent Voigt function, called “qsdVoigt” hereafter)
[26]. A Voigt function always modeled the shape of the
other CO2 band lines, and of the acetylene and water vapor
lines. The Rautian and qsdVoigt line shapes were calcu-
lated using the algorithms of Refs. [24] and [27], respec-
tively. The Gaussian width involved in these profiles was
always held fixed to the value calculated for the Doppler
broadening. The pressure-induced half-width γ, shift δ,
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narrowing β and the quadratic-speed-dependence of the
pressure-induced half-width γ2 of the CO2 lines were
assumed to be proportional to the CO2 pressure P, with
the proportionality factors being identified by the para-
meters γ0, δ0, β0 and γ02 in cm�1 atm�1, respectively. The
line positions, intensities, and lower-state energies
(required for the temperature correction of the line inten-
sities) were taken from HITRAN [19]. The pressure-induced
self-broadening and self-shift coefficients of all the CO2

lines, but those of the 21102–00001 band of 12C16O2, were
taken from the work of Gamache and Lamouroux [12]. In
view of the weakness of the water vapor and acetylene
lines, their CO2 broadening could be satisfactorily approxi-
mated using the air-broadening coefficients provided in
HITRAN [19].

The measurements involved the adjustment of the posi-
tions, intensities, and self-broadening and self-shift coeffi-
cients of the lines of the 21102–00001 band of 12C16O2 having
an intensity higher than 1.0�10�25 cm�1/(molecule cm�2)
in HITRAN [19]. When applicable, β0 or γ02 was also fitted. To
properly model that band at higher pressure, first-order line
mixing [10] was included for the P-, Q- and R-branch lines,
according to (see for example [28–30])

gLM ¼ ReðgÞþY ImðgÞ ð1Þ
where gLM represents the line profile affected by line mixing,
and ReðgÞ and ImðgÞ are the real and imaginary parts of the
normalized line shape function, respectively. The quantity
Y ¼ Y0P is the so-called first-order line mixing coefficient
[see Eq. (14) in Section 4.3], with the proportionality factor
Y 0 being fitted.

In addition, the square of the vibrational transition
dipole moment of the 22202–01101 hot band of the main
isotopologue had to be fitted. Indeed, as some line inten-
sities for this latter hot band in HITRAN [19] appeared to
be too large compared to the corresponding absorption
observed in our spectra, they needed to be adjusted.
However, because many lines of this hot band are over-
lapped by the corresponding cold band lines, their inten-
sities σif (corresponding to transitions between a lower
level i and an upper level f) were calculated using the
following expression:

σif ¼ A
~ν if

ZðTÞIa expf�hcEi=kBTg 1�expf�hc ~ν if =kBTg
� �

Lif jRif j2

ð2Þ
In Eq. (2), A� 4:1624� 10�19 D�2 cm2, kB is the Boltzmann
constant, ~ν if is the line position in cm�1, Z(T) is the total
internal partition function at temperature T (Z¼283.2455 at
293 K [31]), Ia¼0.9842 is the isotopic abundance of 12C16O2

[32], Ei is the energy of the lower level (in cm�1) taken from
[19], Lif is the Hönl–London factor [33] and jRif j2 is the square
of the vibrational transition dipole moment. It was expressed
using the following Herman–Wallis expression

jRif j2 ¼ jR0j2ð1þARP
1 mþARP

3 m3Þ2 ð3Þ
for P (m¼ � J) and R (m¼ Jþ1) branch lines (J is the
quantum number associated with the total angular momen-
tum of the molecule in the lower level), assuming no
difference between e–e and f–f transitions. jRif j2 was con-
stant for Q-branch lines. The initial values of the 3 parameters
were determined by fitting the line intensities available in
HITRAN [19].

The background in each spectrumwas represented by a
slanted straight line multiplied by the following sum of
two cosines, to account for the channeling generated by
the optical filter used and observed in all the spectra:

C ~νð Þ ¼ ∑
2

i ¼ 1
Ai cos 2π

~νþϕi

λi

� �
ð4Þ

In Eq. (4), ~ν is the wavenumber, and Ai, ϕi and λi are the
fitted parameters. The modeling of the background there-
fore led to the addition of 8 fitted parameters per spectrum
(the program does not unfortunately allow fitting the
same set of channeling parameters for all the spectra).

3.2. Experimental results

We fitted all 10 spectra using either the Voigt, Rautian,
or qsdVoigt line shape models to reproduce the molecular
line profiles. Assuming an ideal instrumental line shape
(i.e. not distorted by phase errors or a misalignment of the
interferometer, referred to as “ideal ILS” below), the
spectra at pressures of 101.0 hPa and higher could be
modeled close to the noise level, while asymmetrical
signatures remained in the residuals obtained for spectra
corresponding to the 3 lowest pressures (these signatures
were independent of the line shape model for spectra nos.
1 and 2 in Table 1). The most prominent of such signatures,
obtained for the spectrum recorded at 11.18 hPa, are
presented in the middle panel of Fig. 1. These asymme-
trical signatures do not seem to result from limited
accuracy of the gas pressure measurement as observed
by Cich et al. [34], because they are still present, although
reduced, when single spectrum fitting is applied to these
low pressure spectra. We believe that they are associated
with an asymmetry of the observed line shapes, originat-
ing from some phase error or a misalignment of the
interferometer at the time of recording. Therefore, we
fitted all the spectra, also varying either a constant phase
error φ [22] or a constant angle β between the effective
optical axis of the interferometer and its true optical axis
[23] for the spectra recorded at the highest resolution (nos.
1–3 in Table 1); these parameters were left to zero for
spectra nos. 4–10. Adjusting a constant phase error barely
improved the residuals, while a significant improvement
was obtained with the second model, leading to an
average angle β¼ 0:26ð6Þmrad. The corresponding resi-
duals obtained for the spectrum recorded at 11.18 hPa are
presented in the lower panel of Fig. 1.

All the results reported here were obtained with the
angle β fixed to 0.26 mrad for all 10 spectra. This modeling
of the instrumental line shape of the Fourier transform
spectrometer is referred to as “true ILS” below. Some
results obtained with the “ideal” ILS will also be presented.
Note that the asymmetry of the observed line shapes had
negligible effects on the measured line intensities and
self-broadening coefficients. Fitting all 10 spectra using the
Voigt, Rautian, and qsdVoigt line shape models to repro-
duce the molecular line profiles involved a total of 457, 528
and 527 adjusted parameters, respectively, leading to
almost identical overall standard deviations (5.8�10�4,



Fig. 1. Comparison of the residuals of fits using 3 line shape models of the R(22) profile observed at 11.18 hPa (spectrum no. 2 in Table 1) obtained not
assuming (middle panel) and assuming (lower panel) that the effective optical axis of the interferometer makes a constant angle β¼ 0:26ð6Þmrad with the
true optical axis. The top panel shows observed (black curve) and best-fit calculated using the quadratic-speed-dependent Voigt model (green curve)
spectra overlaid. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
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5.5�10�4 and 5.3�10�4, respectively). The residuals
obtained with the qsdVoigt line shape model are pre-
sented in the lower parts of Figs. 2 and 3.

The signature observed near 3341 cm�1 (see Figs. 2 and
3) corresponds to the Q-branch of the 22202–01101 hot
band for which no line mixing effects were included. In
addition, the positions of a few lines of that latter band
and the 30003–01101 band in HITRAN [19] were found to
slightly mismatch observed ones, leading to first derivative
like signatures in the residuals observed in the R branch
and on the high-J side of the P branch of the 21102–00001
band. We did not attempt to correct these small errors.

As is well known ([35] and references therein) and
observed in Fig. 4, the Voigt line shape model can leave
characteristic W-shaped signatures in the residuals. Because
the Rautian model only applies to the Doppler component
of the line profile, the signature observed in the residuals at
high pressure is significantly reduced only when using the
qsdVoigt model. At the lower pressure, both the Rautian
and qsdVoigt models reproduce the observed line profile
better than the Voigt line shape.

The squares of the vibrational transition dipole moments
derived using Eq. (2) from the individual line intensities
measured in this work for the 21102–00001 band of 12C16O2

with the qsdVoigt model are compared in Fig. 5 with HITRAN
[19,36] and the measurements reported by Toth [7] and Devi
et al. [9]. The present measurements agree within about 5%
with previous data, except for those of Ref. [7]. The square of
the vibrational transition dipole moment jR0j2 and Herman
Wallis coefficients [Eq. (3)] determined for the 22202–01101
band of 12C16O2 with the 3 line shape models are listed in
Table 2, together with the values reported by Devi et al. [9]. All
the reported values of A1

RP
agree within 3 times the statistical

uncertainties, while the presently determined A3
RP

coefficients
and jR0j2 are significantly lower and from 2.9 to 4.1% higher
than in Ref. [9], respectively. In spite of this, Fig. 6 shows that
the rotational dependence of the intensities in the P and R
branches calculated with the parameters obtained in this
work agrees well with the measurements of Ref. [9], the
present line intensities being roughly 3% lower. Fig. 6 also
shows that the line intensities available for the R branch in
HITRAN [19] are about 4% higher than Devi et al [9].

Self-broadening coefficients for carbon dioxide vibration–
rotation lines have been quite extensively measured (see for
example the review by Gamache et al. [37]). The self-
broadening coefficients measured in this work for the
21102–00001 band of 12C16O2 with the 3 line shape models
are presented in Fig. 7. Our results are compared with the only
measurements reported for that band (using the Voigt profile)
[7], with measurements published by Predoi-Cross et al. [38]
for the 30013–00001 band of the same isotopologue using the
qsdVoigt line shape model, with the predictions of Gamache
and Lamouroux [12] and with data available in GEISA [39]. For
the P and R branches, the self-broadening coefficients mea-
sured with the Voigt and Rautian models are essentially the
same, and about 2.5% lower than the parameters measured
for the 30013–00001 band [38] and predicted for the 21102–
00001 band [12]. Note that the latter are characterized by an



Fig. 2. Observed single beam spectra of the 21102–00001 band of 12C16O2 (nos. 2 and 5 in Table 1, upper panel) and residuals obtained for spectra nos. 1–5
by fitting the molecular line shape to a quadratic-speed-dependent Voigt line shape model.

Fig. 3. Same as Fig. 2 for spectra nos. 6 and 10 (upper panel) and nos. 6–10 (lower panels) in Table 1.
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Fig. 4. Comparison of the residuals of fits obtained using 3 line shape models of the R(22) profile observed at low and the highest pressures achieved in the
present work (spectra nos. 3 and 10 in Table 1).

Fig. 5. Rotational dependence of the square of the vibrational transition dipole moment of the 21102–00001 band of 12C16O2, measured in this work with
the quadratic-speed-dependent Voigt (qsdVoigt) model, available in HITRAN 2012 [19] and 2008 [36], and reported by Toth [7] and Devi et al. [9] (upper
panel). When two symbols are provided for a data set, the first one applies to R- and P-branch lines and the second to Q-branch lines. Differences with
HITRAN 2012 are presented in the lower panel. J″ applies to Q-branch lines, while m¼ � J and Jþ1 for P- and R-branch lines, respectively. The error bars
represent the uncertainty of measurement (1σ). The uncertainties reported in HITRAN 2012 and 2008 for the data presented here are Z20% and 2–6% [10–
20% for jmj476 (P- and R-branches) or J″458 (Q-branch)], respectively.
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uncertainty of 1–2% in HITRAN 2012 [19]. The use of the
qsdVoigt model leads to a better agreement with previous
work, which is excellent for the P branch. The self-broadening
parameters measured for P(58) and P(60) as well as for R(56)
and R(58) are slightly smaller than for neighboring lines. As
the corresponding transitions involve the same J¼57 and 59
upper levels, these smaller γ0 coefficients may correspond to
some physical phenomenon affecting these levels.

The parameters characterizing the speed dependence
of the self-broadening coefficients measured using the
qsdVoigt line shape model are presented in Fig. 8. They
are divided by the corresponding self-broadening coeffi-
cients to allow comparison with measurements reported
for the 30012–00001 [40] and 30013–00001 [41] bands.
Such a comparison seems to be appropriate as the vibra-
tional dependence of the γ02 coefficients can be expected to
be as small as that of the corresponding broadening
parameters. Although the present measurements for the
P and R branches (using the “true” ILS) are close to
previous work, the rotational dependence of γ02=γ

0 is
somewhat smaller (in fact, almost non-existent for the P
branch) indicating that the presently measured γ02 have
a rotational dependence similar to the self-broadening
coefficients. Interestingly, the present measurements for
Table 2
Square of the vibrational transition dipole moment and Herman Wallis
coefficients (Eq. (3)) for the 22202–00001 band of 12C16O2. The numbers
between parentheses are the statistical uncertainties (1σ).

This work Devi et al. [9]

Parameter Voigt Rautian qsdVoigt Voigt

jR0j2 (10�9 D2) 5.685(12) 5.670(12) 5.617(11) 5.46(8)

A1
RP

0.2184(3) 0.2185(3) 0.2189(3) 0.2223(18)

A3
RP

(10�6) 0.93(7) 0.97(7) 1.13(7) 2.5(4)

Fig. 6. Differences Δ with the measurements reported by Devi et al. [9] of the
calculated at 296 K with the parameters obtained in this work using the 3 line
Q-branch lines agree very well with previous work, except
at low J most probably because the weak line mixing
approximation does not apply in that range. As shown by
the results obtained with the “ideal” ILS, neglecting the
asymmetry of the line shapes systematically reduces the
values of γ02=γ

0 by about 10–15%.
The self-shift coefficients measured in this work for

P- and R-branch lines of the 21102–00001 band of 12C16O2

are presented in Fig. 9, together with the predictions of
Gamache and Lamouroux [12]. Contrary to the self-broad-
ening, the self-shift coefficients measured with the 3 line
shape models agree, except for a few low J lines. Their
absolute values determined using the “true” ILS are almost
systematically smaller than the predictions [12], exhibiting
discrepancies of about 5–20% in the R branch and 20–30%
for P-branch lines. The discrepancies observed for the
R-branch lines are in line with the uncertainties stated for
the air shift coefficients in HITRAN 2012 (10–20% [19]),
predicted similarly [12]. The self-shift coefficients measured
for R(52) to R(58) are significantly lower than for neighbor-
ing lines. It is unfortunately difficult to state that similarly
reduced δ0 coefficients are observed for P(54)–P(60). As
these reduced self-shift coefficients are observed for roughly
the same lines as for the self-broadening coefficients (see
above), these variations in the self-shift coefficients could be
associated with some perturbations affecting the upper
levels, as was the case for the ν1þ3ν3 band of acetylene
[42]. Similar to what observed for the speed dependence of
the self-broadening coefficients, neglecting the asymmetry
of the observed line shapes almost systematically reduces
the absolute values of the self-shift coefficients by about
5–10%.

The narrowing coefficients measured in the P and R
branches with the Rautian line profile function using the
“ideal” and “true” ILS are presented in Fig. 10. Also displayed
in this figure is the frequency of velocity-changing collisions
intensities of P- and R-branch lines of the 22202–01101 band of 12C16O2

shape models (TW, listed in Table 2) and available in HITRAN [19].



Fig. 7. Self-broadening coefficients for the 21102–00001 band of 12C16O2 measured in this work using 3 line shape models (upper panel: Rautian ¼ hard-
collision Rautian and Sobel'man; qsdVoigt ¼ quadratic-speed-dependent Voigt). The filled and open black, red and blue symbols correspond to P-/R- and
Q-branch lines, respectively. Measurements reported for the same band by Toth [7] using the Voigt line shape and for the 30013–00001 band by Predoi-
Cross et al. [38] using the quadratic-speed-dependent Voigt model are also presented, together with data in GEISA [39] and the predictions of Gamache and
Lamouroux [12]. The lower panel presents differences Δ of the present measurements and GEISA with the predictions of Ref. [12] (the differences for this
work for J″¼ 2 and 4 in the Q branch are off-scale). (For interpretation of the references to color in this figure caption, the reader is referred to the web
version of this paper.)

γ
γ

Fig. 8. Relative quadratic-speed-dependence of self-broadening coefficients measured in this work for the 21102–00001 band of 12C16O2 using a “true” or
“ideal” ILS (see text for details), and measurements reported for the 30012–00001 [40] and 30013–00001 [41] bands. The error bars provided for the
present measurements are the uncertainty of measurement (1σ), estimated by the least squares fitting algorithm.
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Fig. 9. Self-shift coefficients for P- and R-branch lines of the 21102–00001 band of 12C16O2 measured in this work using 3 molecular line shape models
(Rautian ¼ hard-collision Rautian and Sobel'man; qsdVoigt ¼ quadratic-speed-dependent Voigt) and a “true” (colored symbols) or “ideal” (gray open
symbols) ILS (see text for details), and predicted by Gamache and Lamouroux [12] (upper panel). The error bars are the uncertainty of measurement (1σ),
estimated by the least squares fitting algorithm. The lower panel presents differences between the present measurements and the predictions of Ref. [12]
(the differences for R(2) and R(4) are off-scale). (For interpretation of the references to color in this figure caption, the reader is referred to the web version
of this paper.)

Fig. 10. Narrowing coefficients measured for P- and R-branch lines of the 21102–00001 band of 12C16O2 using a hard-collision Rautian and Sobel'man
molecular line shape model and a “true” or “ideal” ILS (see text for details). The error bars are the uncertainty of measurement (1σ), estimated by the least
squares fitting algorithm. The estimated frequency of velocity-changing collisions β0diff [35] is also shown.
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β0
diff , deduced from the relation [35]:

β0
diff ¼

kBT
2πcmaD

ð5Þ

where c is the velocity of light, ma is the mass of the active
molecule and D¼0.105 cm2 s�1 is the mass self-diffusion
constant of CO2. The latter was estimated at 293 K and
1 atm assuming a Lennard–Jones CO2–CO2 interaction poten-
tial, with parameters σ ¼ 3:996� 10�8 cm and ϵ=kB ¼ 190 K
[43], leading to β0

diff ¼ 0:0280 cm�1 atm�1. As also observed
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for example for self-broadened O2 [44], the narrowing coeffi-
cients presented in Fig. 10 seem to indicate that the narrowing
effect induced by velocity changing collisions decreases as the
molecule rotates faster. However, this conclusion should
probably be tempered as the Rautian model does not seem
to be the most appropriate to reproduce the observed shape
of the CO2 lines (see Fig. 4). Additionally, most of the
narrowing coefficients measured for the P- and R-branch lines
with the “true” ILS are larger than β0

diff , which can be
interpreted as an indication that the broadening coefficients
are affected by speed dependence [44]. Caution should be
exercised here as the asymmetry of the observed line shapes
appears to have a very strong impact on the measured
narrowing coefficients. Indeed, neglecting it reduces β0 by as
much as a factor of about 2, as shown in Fig. 10. Such a strong
effect is most probably related to the fact that the narrowing
coefficients are determined from the spectra recorded at the
higher resolutions, affected the most by distortions of the ILS.
Note that, even if the absolute values of the narrowing
coefficients are somewhat uncertain, their rotational depen-
dence is almost unaffected by the ILS used.

The error bars provided in Figs. 5, 7–10 and 12–13 only
reflect the statistical uncertainties (1σ) on the measured
parameters, which are almost always smaller than the size of
the symbols. Taking into account the accuracy of measure-
ment of the temperature, pressure and path length provided
in Table 1, we estimated that the resulting combined
uncertainties are in the range 2–4% for the line intensities
(from low to high J), better than 2% for the self-broadening
coefficients, and better than 4% for the self-shift parameters
of intermediate J lines. Note that the latter was estimated
assuming that self-shift coefficients are inversely propor-
tional to the temperature. The same assumption was used to
estimate the combined uncertainties on the first-order line
mixing coefficients to be better than about 10% for inter-
mediate J lines (the uncertainties are smaller for R-branch
lines). Assuming that the combined uncertainties on the
quadratic-speed-dependence and narrowing coefficients
scale as the ratio of these parameters to the self-
broadening coefficients, we estimated that they are better
than 10% for intermediate J lines. Inaccuracies in the model-
ing of the asymmetry of the observed line shapes provided
by the “true” ILS certainly impact these estimates, however
with a magnitude a priori smaller than the changes observed
when comparing the use of the “true” and “ideal” ILS. The
weak lines underneath the band of interest, the line shape of
which being not necessarily accurately modeled, should also
impact the combined uncertainties stated above.

4. Theoretical approach

4.1. Basic relations for relaxation matrix modeling and
spectra calculation

The Energy-Corrected Sudden approach based on a sym-
metric definition of the scalar product in the Liouville space
yields the symmetric spectral density SðrÞðνÞ as a function of
the rotational wavenumber ν [45–47]:

SðrÞðνÞ ¼ π�1∑
kk0
AðrÞn
k ½iðν�νkÞδkk0 þnbΓ

ðrÞðνÞ��1
kk0 A

ðrÞ
k0
: ð6Þ
In this equation, the summation runs over the pairs of
rotational transitions k¼ fi; f g and k0 ¼ fi0; f 0g, the weights
AðrÞ
k (the asterisk denotes the complex conjugation) are

related to the intensities of isolated rotational lines
(¼ AðrÞ2

k ), νk are the proper frequencies of the free active
molecule, nb is the bath-gas density (in amagat), and ΓðrÞðνÞ
is the rotational relaxation matrix describing the interac-
tions of the active molecule with the bath, i.e. relaxation of
the rth-rank molecular tensor induced by collisions with
surrounding molecules. Hereafter, for brevity, the rank
superscript on the quantities entering Eq. (6) will be
occasionally omitted. In general, for arbitrary large wave-
number detunings, ΓðrÞ depends on the wavenumber of the
incident radiation ν (the so-called “non-Markovian” relaxa-
tion matrix). However, in the spectral region near molecular
resonances νk, the difference between the photon wave-
number and the rotational transition wavenumber can be
neglected, and the relaxation matrix can be considered as
frequency-independent (Markovian) matrix ΓðrÞð0Þ �ΓðrÞ.
Owing to the chosen symmetric metric of the Liouville
space, the relaxation matrix satisfies all fundamental rela-
tions obtained from first principles (see [45–47] for more
details), including the symmetry relation and the double-
sided sum rules:

ΓðrÞ
kk0 ðνÞ ¼ΓðrÞ

k0kðνÞ; ð7Þ

∑
k0 ak

ΓðrÞ
kk0 ðνÞA

ðrÞ
k0

¼ ∑
k0 ak

AðrÞ
k0
ΓðrÞ

k0kðνÞ ¼ �ΓðrÞ
kk ðνÞA

ðrÞ
k : ð8Þ

The first relation means that it is sufficient to model just one-
half of the non-diagonal part of ΓðrÞ. The second one enables
computing the diagonal elements from the off-diagonal ones
(the double-side character of the sum rules insures correct
asymptotics and positive values for the intensities in the far
wings). We underline that the imaginary part of the rotational
relaxation matrix is completely neglected in the
present model.

A non-Markovian expression for the off-diagonal ele-
ments ΓðrÞ

kk0 ðνÞ coupling two rotational transitions was
proposed in [46] and cast into an ECS-type form in [47].
It can be written as

ΓðrÞ
if ;i0f 0 νð Þ ¼ �1þexpð�hcν=kTÞ

4nif ni0f 0
∑
L
L½ �FLrif ;i0f 0Q 0

L

� ρiΩðν�νf 0 iÞ
1þexp½�hcðν�νf 0 iÞ=kT �

"

þ ρi0Ωðν�νfi0 Þ
1þexp½�hcðν�νfi0 Þ=kT �

#
ð9Þ

where nif ¼ ½ðρiþρf Þ=2�1=2 (the norm of the line-space
vector jf 〉〈ij) is determined by the rotational populations
ρi ¼ Z�1

rot exp½�BJiðJiþ1Þ=kT � (B is the rotational constant),
½abc⋯� � ð2aþ1Þð2bþ1Þð2cþ1Þ⋯, Q 0

L are the basic transi-
tion rates (related to the traditional basic rates of the ECS
model QL ¼ A½LðLþ1Þ��αexp½�ξBLðLþ1Þ=kT � [48]), FLrif ;i0f 0
are the symmetrized Percival–Seaton coefficients, and
ΩðνÞ ¼ ½1þh2c2b2cν

2=ð12nv2Þ��n (v stands for the mean
thermal velocity and n¼1 or 2) is the adiabaticity factor.
For a chosen n, the set of ECS parameters A, α, ξ and bc
completely determines the relaxation matrix for a given
temperature.
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For the infrared absorption (r¼1) bands characterized
by non-zero values of vibrational angular momenta in the
initial and final states (li and lf), the generalized expres-
sions for AðrÞ

if and FLrif ;i0f 0 were obtained in [16]

AðrÞ
if ¼ ð�1ÞJi þ lf ½JiJf �1=2

Ji r Jf
li lf � li � lf

 !
nif ; ð10Þ

FLrif ;i0f 0 ¼ ð�1Þrþ li þ lf ½JiJf J0iJ0f �1=2

�
J0i L Ji
� li 0 li

 !
Jf L J0f
lf 0 � lf

 !
Ji Jf r

J0f J0i L

( )
: ð11Þ

Eq. (11) inserted in Eq. (9) and the ECS-parameters deter-
mined previously [18] for CO2 Raman spectra modeling
(A¼28.50�10�3 cm�1 atm�1, α¼ 0:8292, ξ¼ 0:0194,
bc¼2.2571 Å with n¼1) enable calculation of the off-
diagonal matrix elements for k0ok (see Ref. [47] for more
details); the rest of the relaxation matrix is built with Eqs. (7)
and (8). As soon as the full relaxation matrix is obtained,
isolated-line parameters such as the widths and line-mixing
coefficients can be calculated (Sections 4.2 and 4.3). Further
use of Eq. (10) in Eq. (6) yields the symmetric spectral density
which can be related to the experimentally observed trans-
mittance (Section 4.4). It should be noted that, for the
experimentally studied detunings from the band center
(region of validity of the impact approximation), the results
of calculations with the non-Markovian matrix are identical to
those obtained with the Markovian one.

4.2. Test calculation of collisional line widths

This test is mandatory to ensure that the key spectral
parameters such as line widths are reasonably well pre-
dicted by our ECS model. In general, the collisional width of
the rotational line located at the wavenumber νk is strictly
given by the diagonal element ΓðrÞ

kk ðνkÞ. However, as already
mentioned above, the impact approximation is valid in the
region of molecular resonances and the required diagonal
element can be simply taken from the impact-limit relaxa-
tion matrix obtained by setting ν¼ νk or νk0 in the appro-
priate arguments of the adiabaticity factors:

ΓðrÞimpact
if ;i0f 0 ¼ �1

2
ðρiρi0 Þ1=2
ρiþρi0

Ω νff 0
� �

þΩ νii0
� 	h i

∑
L
L½ �FLrif ;i0 f 0Q 0

L

ð12Þ
(the expressions for ν ii0 and νff 0 can be found in [47], where
the angular frequencies ω are used instead of the wave-
number ν).

The line widths calculated for both the 21102’00001 and
the 22202’01101 bands are shown in Fig. 11, together with
HITRAN 2008 data [36]. We do not plot our ECS widths with
the other data of Fig. 7 since they are obtained from a purely
rotational relaxation scheme, without any renormalization
procedure and without any fitting, so that their J-dependences
for high values of the rotational quantum number are less
realistic than the results of Ref. [11] with adjusted interaction
potential parameters. As can be seen in Fig. 11, for the main
band (upper panels), our ECS model provides very realistic
values of the line broadening up to J � 40 [except for the P(2)
line]. For higher J, the maximum difference with HITRAN 2008
data (about 10%) is observed for the R branch, whereas it is
about 6% for the P and Q branches. For the hot band (lower
panels of Fig. 11), the agreement with HITRAN 2008 values
can be considered as quite satisfactory.

4.3. Line-mixing coefficients for the Rosenkranz profile

According to the perturbation method of Rosenkranz
[10], the shapes Fk of weakly overlapped lines can be
viewed as Lorentzian functions corrected for the line
interference:

Fk ν�νkð Þ ¼ π�1γkþðν�νk�δkÞYk

γ2kþðν�νk�δkÞ2
; ð13Þ

where the correction factors, the so-called first-order line-
mixing coefficients, read [10,28,35]

Yk ¼ 2 ∑
k0 ak

jRi0f 0 j
jRif j

Wkk0

νk�νk0
ð14Þ

and are determined experimentally from fitting on the
observed line shapes. The reduced dipole transition
moments as well as the relaxation matrix W correspond
to the traditional (i.e. non-symmetric) definition of the
scalar product in the Liouville space. The non-symmetric
relaxation matrix W can be easily related to the symmetric
matrix Γð1Þ via [47]

Wkk0 ¼
½J0�ρJ0

½J�ρJ

 !1=2

Γkk0 : ð15Þ

Since the ratio jRi0 f 0 j=jRif j is equivalent to the ratio
ð½J�ρJÞ1=2Ak0=fð½J0�ρJ0 Þ1=2Akg, the structure of Eq. (14) is con-
served when the symmetric metric in the Liouville space
applies

Yk ¼ 2 ∑
k0 ak

Ak0

Ak

Γkk0

νk�νk0
: ð16Þ

At the experimentally studied pressures, significant line-
mixing effects are observed solely for the rotational
structure of the Q-branch (k¼ fJ; Jg, k0 ¼ fJ0; J0g). The first-
order line-mixing coefficients computed using Eq. (16) are
presented and compared to their experimentally deduced
values in Section 5.

4.4. Band-shape calculations

The transmittance τ at the wavenumber ~ν is defined as
the ratio of the transmitted Ið ~νÞ and incident I0ð ~νÞ radiations
and can be calculated from the absorption coefficient αð ~νÞ
and the optical pathlength L as τð ~νÞ ¼ exp½�αð ~νÞL�. The
absorption coefficient, determining the shape of an infrared
band centered at the vibrational wavenumber ~ν0 as a
function of the detuning ν¼ ~ν� ~ν0, can be viewed as the
product of the normalized to unit area spectral density FðνÞ
(in cm) and the integrated absorption coefficient A (in cm�2).
Owing to the Boltzmann relation of detailed balance, FðνÞ
can be connected to its symmetric form SðνÞ via a quantum
asymmetry factor: FðνÞ ¼ 2½1þexpð�hcν=kTÞ��1SðνÞ. The
integrated absorption coefficient, in turn, can be expressed
as A¼ ANN, where AN (in cmmolecule�1) is the integrated
band intensity per active molecule and N (in molecule cm�3)



Fig. 11. Comparison of ECS-calculated self-broadening coefficients with those available in the HITRAN database [36] for the main band 21102’00001
(upper panel) and the most intense hot band 22202’01101 (lower panel). The quantum number m is determined as m¼ � J for the P branch, as m¼ J for
the Q branch and as m¼ Jþ1 for the R branch.

Table 3
Rotationless band strengths Sv

0
(in 10�22 cm molec�1) and parameters

involved in the Herman-Wallis factor FHWk � FðmÞ ¼ ð1þa1mþa3m3Þ2
applied to P (m¼ � J) and R (m¼ Jþ1) branches (adapted from Ref.
[49]). FðmÞ ¼ 1 for Q-branch lines.

Band Sv
0

a1 a3

21102’00001 0.1219 0.1615 0.14
22202’01101 0.00553 0.22 0.23
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is the number of active molecules per unit volume. The
numerical value of AN for a given band can be obtained by a
simple summation of isolated-line intensities listed in spec-
troscopic databases, whereas N can be evaluated from the
active-gas density na (in amagat): N¼NLna, where
NL¼2.686754�1019 cm�3 is Loschmidt's number. Therefore,
the theoretical transmittance reads

τðνÞ ¼ expf�2½1þexpð�hcν=kTÞ��1ANNLnaLSðνÞg: ð17Þ
For infrared bands with Coriolis interactions, the rotational

isolated-line intensities are perturbed by intensity transfer
from/to the other bands involved in the same resonance
interaction of vibrational states. Therefore, to calculate the
spectral density SðνÞ with Eq. (6), the “symmetric” intensities
A2k should be multiplied by the Herman–Wallis factors Fk

HW
. As

the unit-area normalization of the spectral density is no more
conserved after this multiplication, only the rotationless part
Sv
0
of the integrated band intensity AN should be used to get

the absorption coefficient. [Alternatively, SðνÞ calculated with
Ak corrected by ðFHWk Þ1=2 can be renormalized to unity and the
absorption coefficient obtained via the usual multiplication
by AN.] In addition, the usual factor ~ν= ~ν0½1�expf�hc ~ν=kTg�
should be introduced. For the purposes of the present work,
the proper rotational frequencies νk were deduced from the
line positions available in HITRAN 2008 [36], whereas Fk

HW

and Sv
0
were taken from Ref. [49]. For convenience, the latter

are reproduced in Table 3.
It should also be noted that, for the low-pressure regime,

the spectral density calculated from molecular collisions
should be corrected for the Doppler broadening effects. In
the present work, we assumed that collisional broadening
and Doppler broadening are statistically independent (which
is equivalent to the use of the Voigt profile model for isolated
lines) and accounted for the latter by convoluting SðνÞ with a



Fig. 12. Comparison of line-mixing coefficients (Rautian, hard-collision Rautian and Sobel'man; qsdVoigt, quadratic-speed-dependent Voigt) measured
with the “true” ILS with values calculated from the ECS relaxation matrix and with the approach of Ref. [11] for the Q branch of the 21102–00001 band of
12C16O2. The error bars are the uncertainty of measurement (1σ) estimated by the least squares fitting algorithm. (For interpretation of the references to
color in this figure caption, the reader is referred to the web version of this paper.)

Fig. 13. Comparison of line-mixing coefficients (Rautian, hard-collision Rautian and Sobel'man; qsdVoigt, quadratic-speed-dependent Voigt) measured
with the “true” ILS with values calculated from the ECS relaxation matrix and with the approach of Ref. [11] for the R and P branches of the 21102–00001 of
band of 12C16O2. The error bars are the uncertainty of measurement (1σ) estimated by the least squares fitting algorithm. (For interpretation of the
references to color in this figure caption, the reader is referred to the web version of this paper.)
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Gaussian function of fixed half-width γD ¼ 3:581163139�
10�7ðT=maÞ1=2 ~ν0 ¼ 0:0031016 cm�1 (ma is the mass of the
active molecule in a.m.u.). Moreover, for comparison with
the recorded spectra, the calculated transmittance has been
multiplied by the experimentally determined baseline,
expressed as the product of a slanted straight line and the
channeling spectrum Cð ~νÞ given by Eq. (4). Some ECS-
calculated band shapes are presented and compared to the
experimental spectra in the next section.
5. Comparison of theory with the present measurements

The first-order line mixing coefficients Y0k measured
with the 3 line shape models are presented in Fig. 12
(Q-branch) and Fig. 13 (R and P branches). The measured
values are generally independent of the line shape model,
except at low J most probably as a result of the corre-
sponding stronger line mixing. The rotational dependence
observed for the P and R branches is similar to that



Fig. 14. Transmittance calculated by the ECS approach for the main band (upper panel) as well as for both the main and the most intense hot bands (lower
panel), compared with the experimental spectrum (no. 10 in Table 1).
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observed for other bands [38]. These figures also include
the ECS coefficients Y0

k ¼ Yk=P (P is the CO2 pressure)
calculated with Eq. (16), and those estimated with the
algorithm of Tran et al. [11].

For the Q-branch case (Fig. 12), the present calculations
were first performed considering only the interferences
within the Q-branch itself (summation on the off-diagonal
relaxation matrix elements k0 ¼ fJ0; J0g coupling Q–Q
transitions). Then, the interferences with the R-branch
lines were added (summation on the off-diagonal ele-
ments k0 ¼ fJ0; J0g; fJ0; J0 þ1g coupling Q–Q and Q–R transi-
tions). The incorporation of interferences with the P-
branch did not change the Y0k values (since the P-lines
are quite far from the Q-lines), so that only the first two
theoretical series are shown. With the single intra-Q-
branch coupling included, the calculated values (pink
circles) agree very well with both our Voigt profile
measurements and the estimations by the algorithm of
Tran et al. [11] for J¼2. For higher J-values, our approach
gives generally more significant line-mixing than the
predictions by the algorithm of Ref. [11], and the ECS
results vary smoothly with increasing J, as expected for a
well isolated Q-branch. Note that the change of sign
observed for our values for JZ86 is due to the absence
of line positions above J¼84 in HITRAN 2008 [36] and
errors introduced by the calculations of these positions
with the rotational constants of the initial and final
vibrational states. When the interference with the R-
branch is added (green triangles), our calculations for
J¼28, 64 and 76 get closer to the corresponding predic-
tions by the algorithm of Ref. [11]. Indeed, for these J-
values, the Q-branch lines are perturbed by the very
closely lying R(0), R(4) and R(6) lines (with separations
of 0.00746, 0.003243 and 0.006653 cm�1, respectively).
The Q(50) and R(2) lines do not interfere as they are
separated by 0.066534 cm�1.



Fig. 15. Transmittance calculated by the ECS approach (the main plus the most important hot bands) in the Q branch region (upper panel) and in an
enlarged region including a portion of the R branch (lower panel), compared with the experimental spectrum (no. 3 in Table 1).
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For the P and R branches (Fig. 13), accounting for the
line interferences in the complete P–Q–R manifolds leads
to similar m-dependences for the ECS values of the present
approach (blue open symbols connected by a solid blue
line) and for the values obtained with the algorithm of Ref.
[11] (blue squares connected by a solid blue line). How-
ever, for small jmj values, both theoretical approaches
provide the sign opposite to the measurements. To seek
for the origins of this discrepancy, we performed addi-
tional ECS calculations considering first the P and R
branches as completely isolated (interferences between
P–P or R–R lines only, represented by solid magenta
circles) and then adding the interferences with the Q-
branch (P–P plus P–Q or R–R plus R–Q interferences,
shown by solid green triangles). When the branches are
treated as isolated, the sign of our ECS line-mixing coeffi-
cients becomes coherent with that of our measurements.
As soon as the Q-branch is included, the sign changes and
the retrieved Y0k values nearly correspond to those
obtained for the completely interfering P–Q–R manifolds.
This means that the interferences with the (strongly
mixed) Q-lines significantly perturb the theoretical Y0k
values, so that their asymptotic behavior for jmj-0 is
reversed. (We remember that the line-mixing coefficients
in the Rosenkranz model are obtained in the first order of
the perturbation theory, whereas the ECS parameters are
determined from Q-branch characteristics).

The full band shapes calculated with the ECS approach
for the highest studied pressure of � 0:89 atm are com-
pared to the recorded spectrum in Fig. 14. The upper panel
of this figure shows the theoretical transmission due to the
main band 21102’00001 only. One can see that, for this
pressure, the modelling yields a very realistic shape of the
P–Q–R manifold. Adding the absorption of the hot band
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22202’01101 (lower panel of Fig. 15) improves signifi-
cantly the theoretical transmission in the inter-line regions
and leads to an almost perfect match of experimental
intensities for R-branch lines.

Similar calculations for a low pressure of � 0:03 atm
(no. 3 in Table 1) are presented in Fig. 15. Looking at the
main portion of the Q branch (upper panel) and at an
extended region including the Q branch and a portion of the
R branch (lower panel), we see that, in this low-density
regime, the collisional narrowing effects become visible on
first Q lines, but in general the ECS approach developed for
high pressures (where the collisional broadening and the line-
mixing mechanisms determine the allowed absorption) still
works well. It is now well established and widely recognized
[35,50] that two main sources of line narrowing are the
velocity-changing collisions (reducing the Doppler component
of the total line width) and the speed-dependence of the
relaxation rates. For the ECS approach operating with purely
collisionally broadened line shapes (homogeneous Lorentzian
profiles for the limit case of isolated lines), a coherent way to
include the line narrowing seems to be accounting for the
former of the abovementioned mechanisms. This improve-
ment will be the subject of a separate study.
6. Conclusion

High resolution Fourier transform spectra of the weak
21102–00001 band of 12C16O2 near 3340 cm�1 have been
recorded at 293 K and 10 different CO2 pressures ranging
from about 3 to 900 hPa. Modeling the observed asymme-
try of the lines assuming a misaligned Fourier transform
spectrometer, isolated-line intensities and collisional para-
meters, as well as first-order line-mixing coefficients was
retrieved using Voigt, hard-collision Rautian and Sobel'man,
and quadratic-speed-dependent Voigt profiles. Consistent
self-broadening coefficients were obtained with the first 2
line shape models, while agreement with previous work
[12,38] was better with the latter (it was excellent for the P
branch). All 3 line profiles led to consistent line intensities,
self-shift coefficients and first-order line mixing coefficients
(except for some low J lines, probably as a result of stronger
mixing). This is the first time that self-shift and first-order
line mixing coefficients are measured for this band. Com-
parison of the measured parameters with previous mea-
surements and predictions puts forward the agreements
and discrepancies. The measured parameters are provided
as supplementary material in this paper.

The line-mixing coefficients for the Q, R and P branches
have also been obtained theoretically by the use of the
Energy-Corrected Sudden approach with a symmetric defini-
tion of the scalar product in the Liouville space. Without any
additional adjustable parameter, with the single previously
determined for the isotropic Raman scattering set of para-
meters, this method yielded very realistic values, comparing
very favorably with both our experimental data and estima-
tions performed with the algorithm of Ref. [11]. After having
introduced some corrections for the vibration–rotation inter-
actions (Herman–Wallis coefficients for the isolated line
intensities, line positions taken from HITRAN database) and
having related the spectral density to the radiation
transmittance, we computed the complete band shapes for
the main band of interest and the most important hot band
for the highest and the lowest (computationally accessible)
pressures taking account of the Doppler effect. Comparison
of this “straightforward” ECS-modeling of complete band
shapes with the experimentally recorded spectra has shown
that for most pressures considered in the present work the
collisional line narrowing effects are still negligible and
should be properly incorporated in the theoretical model
for very low gas densities.
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Abstract. At Uccle, Belgium, a long time series

(1991–2013) of simultaneous measurements of erythe-

mal ultraviolet (UV) dose (Sery), global solar radiation (Sg),

total ozone column (QO3
) and aerosol optical depth (τaer)

(at 320.1 nm) is available, which allows for an extensive

study of the changes in the variables over time. Linear trends

were determined for the different monthly anomalies time

series. Sery, Sg and QO3
all increase by respectively 7, 4

and 3 % per decade. τaer shows an insignificant negative

trend of −8 % per decade. These trends agree with results

found in the literature for sites with comparable latitudes. A

change-point analysis, which determines whether there is a

significant change in the mean of the time series, is applied

to the monthly anomalies time series of the variables. Only

for Sery and QO3
, was a significant change point present

in the time series around February 1998 and March 1998,

respectively. The change point in QO3
corresponds with

results found in the literature, where the change in ozone

levels around 1997 is attributed to the recovery of ozone. A

multiple linear regression (MLR) analysis is applied to the

data in order to study the influence of Sg, QO3
and τaer on

Sery. Together these parameters are able to explain 94 % of

the variation in Sery. Most of the variation (56 %) in Sery

is explained by Sg. The regression model performs well,

with a slight tendency to underestimate the measured Sery

values and with a mean absolute bias error (MABE) of 18 %.

However, in winter, negative Sery are modeled. Applying

the MLR to the individual seasons solves this issue. The

seasonal models have an adjusted R2 value higher than 0.8

and the correlation between modeled and measured Sery

values is higher than 0.9 for each season. The summer model

gives the best performance, with an absolute mean error

of only 6 %. However, the seasonal regression models do

not always represent reality, where an increase in Sery is

accompanied with an increase in QO3
and a decrease in τaer.

In all seasonal models, Sg is the factor that contributes the

most to the variation in Sery, so there is no doubt about the

necessity to include this factor in the regression models. The

individual contribution of τaer to Sery is very low, and for

this reason it seems unnecessary to include τaer in the MLR

analysis. Including QO3
, however, is justified to increase the

adjusted R2 and to decrease the MABE of the model.

1 Introduction

The discovery of the Antarctic ozone hole in the mid-1980s

triggered an increased scientific interest in the state of strato-

spheric ozone levels on a global scale (Garane et al., 2006).

The ozone depletion not only occurred above the Antarctic;

there is strong evidence that stratospheric ozone also dimin-

ished above midlatitudes (Bartlett and Webb, 2000; Kaurola

et al., 2000; Smedley et al., 2012). While ozone depletion

continued in the 2000s over the polar regions, it has lev-

eled off at midlatitudes, although ozone amounts still re-

main lower compared to the amounts in the 1970s (Garane

et al., 2006). Stratospheric ozone is expected to recover in

response to the ban on ozone-depleting substances (ODSs)

agreed upon in the Montreal Protocol in 1987 (WMO, 2006;

Fitzka et al., 2012). However, it is difficult to predict future

changes in ozone as the predictions suffer from uncertain-

ties caused by the general climate change; numerical errors

of simulation models; and by human behavior, which is not

well controllable in several parts of the world. The decline

in stratospheric ozone has shifted the focus of the scientific

community and the general public towards the variability of

Published by Copernicus Publications on behalf of the European Geosciences Union.
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surface UV irradiance (Krzýscin et al., 2011). If all other fac-

tors influencing UV irradiance remain stable, reductions in

stratospheric ozone would lead to an increase in UV irradi-

ance at the ground, particularly at wavelengths below 320 nm

(Garane et al., 2006). Increases of UV irradiance in response

to the ozone decline have already been reported for different

sites during the 1990s (Garane et al., 2006, and references

therein).

The possible increase in UV irradiance raises concerns

because of its adverse health and environmental effects.

Overexposure can lead to the development of skin cancers,

cataract, skin aging and the suppression of the immune sys-

tem (Rieder et al., 2008; Cordero et al., 2009). UV irradiance

also has adverse effects on terrestrial plants (Tevini and Ter-

amura, 1989; Cordero et al., 2009) and on other elements

of the biosphere (Diffey, 1991). On the other hand, UV ra-

diation does enable the production of vitamin D in the skin,

which is positively linked to health effects as it supports bone

health and may decrease the risk of several internal cancers

(United Nations Environment Programme, 2010). It is impor-

tant to assess the changes in UV irradiance over prolonged

periods of time. Not only do adverse health and environmen-

tal effects often relate to long-term exposure (from years to

a lifetime); also the timescales of the atmospheric processes

that are involved, such as ozone depletion and recovery, are

beyond decades (Chubarova, 2008; den Outer et al., 2010).

Physically, UV trends can only be detected from direct

measurements on Earth. Reconstructed data can be based

on proxy data such as the abundance of ozone, solar ir-

radiance, sunshine duration or regional reflectivity of the

Earth–atmosphere system measured from space (Lindfors

et al., 2003). Different sorts of reconstruction models have

been used in several studies. They all use various kinds of

statistical or model approaches and different meteorologi-

cal or irradiance data sets (Lindfors et al., 2007; Chubarova,

2008; Rieder et al., 2010; den Outer et al., 2010; Bais et

al., 2011). Techniques are either based on modeling of clear-

sky UV irradiance or on empirical relationships between sur-

face UV irradiance and the factors influencing the penetra-

tion of UV irradiance through the atmosphere (Kaurola et

al., 2000; Trepte and Winkler, 2004). In addition to the re-

construction studies, changes in surface UV irradiance have

also been studied using ground-based measurements at dif-

ferent locations (e.g., den Outer et al., 2000; Sasaki et al.,

2002; Bernhard et al., 2006; Fitzka et al., 2012; Zerefos et

al., 2012; Eleftheratos et al., 2014) or even in combination

with satellite retrievals (Herman et al., 1996; Matthijsen et

al., 2000; Kalliskota et al., 2000; Ziemke et al., 2000; Zere-

fos et al., 2001; Fioletov et al., 2004; Williams et al., 2004).

Some studies combine both models and observations to in-

vestigate possible UV irradiance changes (e.g., Kaurola et

al., 2000).

Not only stratospheric ozone influences the intensity

of UV irradiance reaching the surface of the Earth.

Long-term changes in solar elevation, tropospheric ozone,

clouds, Rayleigh scattering on air molecules, surface albedo,

aerosols, absorption by trace gases and changes in the dis-

tance between the Sun and the Earth can lead to trends in

UV irradiance (WMO, 2006). Some studies show that in-

creased amounts of aerosols and trace gases from industrial

emissions, which absorb UV irradiance in the troposphere,

could even compensate for the UV effects caused by the

stratospheric ozone decline (Krzýscin et al., 2011; Fitzka et

al., 2012). Clouds induce more variability in surface UV ir-

radiance than any other geophysical factor, besides the so-

lar elevation, but their effects depend very much on local

conditions (Krzýscin et al., 2011). Surface albedo is deter-

mined mostly by snow amount and snow depth (Rieder et al.,

2010) and plays a significant role at high-altitude and high-

latitude sites, where UV irradiance can be strongly enhanced

due to multiple occurrences of scattering and reflection be-

tween snow-covered ground and the atmosphere (Fitzka et

al., 2012). Several studies have been conducted to quantify

the effects of the abovementioned variables on the amount of

UV irradiance reaching the ground, and many of them have

done so by constructing empirical models with UV irradi-

ance (or a related quantity) as a dependent variable (Díaz et

al., 2000; Fioletov et al., 2001; de La Casinière et al., 2002;

Foyo-Moreno et al., 2007; Antón et al., 2009; De Backer,

2009; Huang et al., 2011; Krishna Prasad et al., 2011; El Sha-

zly et al., 2012).

At Uccle, Belgium, simultaneous measurements of erythe-

mal UV dose, global solar radiation, total ozone column and

aerosol optical depth at 320.1 nm are available for a time pe-

riod of 23 years (1991–2013). The time series is long enough

to allow for reliable determination of significant changes

(a minimum of 15 years is required as shown in Weather-

head et al., 1998, and Glandorf et al., 2005). The availability

of the simultaneous time series allows an extensive analy-

sis in which three analysis techniques (linear trend analysis,

change-point analysis and multiple linear regression analy-

sis) will be combined in order to increase our insights on the

relations between the variables. First, a linear trend analysis

will be applied to the monthly anomalies of the time series

(both on a daily and seasonal timescale), and the results will

be compared with results found in the literature. Monthly

anomalies are used here to reduce the influence of the sea-

sonal cycle on the analysis and are calculated by subtract-

ing the long-term monthly mean from the individual monthly

means. The monthly anomalies time series will also be the

subject of change-point analysis, where the homogeneity of

the time series will be investigated. Finally, the multiple lin-

ear regression (MLR) technique (with daily erythemal UV

doses as the dependent variable and daily values of global

solar radiation, total ozone column and aerosol optical depth

at 320.1 nm as explanatory variables) will allow us to study

the influence of the explanatory variables on the dependent

variable on a daily and seasonal basis.
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2 Data

In this study, the (all-sky) erythemal UV dose, (all-sky)

global solar radiation, total ozone column and (clear-sky)

aerosol optical depth at 320.1 nm are investigated over

a time period of 23 years (1991–2013). These measure-

ments are performed at Uccle, Belgium (50◦48′ N, 4◦21′ E,

100 m a.s.l.), a residential suburb of Brussels located about

100 km from the North Sea shore.

2.1 Daily erythemal UV dose

In 1989, the Brewer spectrophotometer instrument #016, a

single monochromator, was equipped with a UV-B monitor

(De Backer, 2009). This is an optical assembly which en-

ables the Brewer to measure UV-B irradiance using a thin

disc of Teflon as a transmitting diffuser (SCI TEC Brewer

#016 manual, 1988). The Brewer measures the horizontal

spectral UV irradiance with a spectral resolution of approxi-

mately 0.55 nm, full width at half maximum. The instrument

performs UV scans from 290 to 325 nm with 0.5 nm wave-

length steps (Fioletov et al., 2002). The erythemal irradiances

are calculated using the erythemal action spectrum as deter-

mined by the Commission Internationale de l’Eclairage and

are integrated to daily erythemal doses (De Backer, 2009).

For wavelengths above 325 nm, for which Brewer#016 does

not provide data, the intensities are extrapolated using a the-

oretical spectrum weighted by the intensity at 325 nm. This

is justified by the fact that, at those wavelengths, the UV in-

tensity is no longer strongly dependent on ozone and the ery-

themal weighting function is low. For the calculation of the

daily sum, a linear interpolation between the different mea-

surement points is performed. When there is an interruption

of 2 h or more between the measurements between sunrise

and sunset, the calculated daily sum is rejected. The data

(in joules per square meter, J m−2) are available on a regu-

lar basis from 1991. The instrument is calibrated with 50W

lamps on a monthly basis and with 1000 W lamps during in-

tercomparisons in 1994, 2003, 2006, 2008, 2010 and 2012.

The instrument was also compared with the traveling QUA-

SUME (QUality Assurance of Spectral UV Measurements in

Europe) unit in 2004 (Gröbner et al., 2004).

2.2 Global solar radiation

The global solar radiation is a measure of the rate of total

incoming solar energy (both direct and diffuse) on a horizon-

tal plane at the surface of the Earth (Journée and Bertrand,

2010). The measurements at Uccle are performed by CM11

pyranometers (Kipp & Zonen; http://www.kippzonen.com).

For this study, the daily values in J m−2, derived from 10

and 30 min data, are used. The data are quality-controlled in

two steps: first a preliminary fully automatic quality control

is performed prior to the systematic manual check of the data

(Journée and Bertrand, 2010). In May 1996 we switched to

a new system, and in 2005 half of the instruments were re-

placed. Corrections to the measurements were made in 2000,

2001, 2004, 2005, 2007 and 2012. For the period before

1996, no information is available concerning possible cali-

brations of the instrument.

2.3 Total ozone column

Total ozone column values (in Dobson Units, DU) are avail-

able from Brewer#016 direct sun (DS) measurements. The

instrument records raw photon counts of the photomulti-

plier at five wavelengths (306.3, 310.1, 313.5, 316.8 and

320.1 nm) using a blocking slit mask, which opens succes-

sively one of the five exit slits. The five exit slits are scanned

twice within 1.6 s, and this is repeated 20 times. The whole

procedure is repeated five times for a total of about 3 min.

The total ozone column is obtained from a combination of

measurements at 310.1, 313.5, 316.8 and 320.1 nm, weighted

with a predefined set of constants chosen to minimize the

influence of SO2 and linearly varying absorption features

from, e.g., clouds or aerosols (Gröbner and Meleti, 2004).

Brewer#016 was calibrated relative to the Dobson instrument

in 1984 (De Backer and De Muer, 1991) and regularly recali-

brated against the traveling standard Brewer instrument #017

in 1994, 2003, 2006, 2008, 2010 and 2012. The stability is

also continuously checked against the colocated instruments

Dobson#40 (from 1991 until May 2009) and Brewer#178

(since 2001). Internal lamp tests are performed on a regular

basis to check whether the instrument itself is drifting. When

instrumental drift is detected, it is corrected for.

2.4 Aerosol optical depth

Cheymol and De Backer (2003) developed a method that en-

ables the retrieval of τaer values (at 306.3, 310.1, 313.5, 316.8

and 320.1 nm) using the DS measurements of the Brewer in-

strument. It is also possible to retrieve τaer values at 340 nm

using sun scan (SS) measurements of the Brewer instrument

(De Bock et al., 2010). Together with the retrieval method,

De Bock et al. (2010) developed a cloud-screening proce-

dure to select the clear-sky τaer values. However, this screen-

ing method did not perform well. Hence an improved cloud-

screening method (described in Sect. 3.1) has been developed

and applied to τaer values retrieved from DS and SS measure-

ments. For this study only the cloud-screened τaer values at

320.1 nm, retrieved from the DS measurements of the single

monochromator Brewer#016, will be used.

3 Method

3.1 Improved aerosol optical depth cloud-screening

method

The initial cloud-screening algorithm, as described in De

Bock et al. (2010), did not perform well and improvements
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Table 1. Comparison of Brewer and Cimel aerosol optical depth values (2006–2013).

Correlation Slope Intercept

DS 320 nm Brewer#016 0.97 1.004± 0.006 −0.067± 0.003

DS 320 nm Brewer#178 0.99 1.007± 0.005 0.017± 0.002

SS 340 nm Brewer#178 0.98 0.993± 0.007 0.073± 0.002
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Measurements within 10 min
long time interval of complete

sunshine?

More than 2 measurements for
one day?

Maximum deviation to median
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REMOVE
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Remove
measurement
with largest
deviation to
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Figure 1. Improved cloud-screening procedure.

were needed. The improved cloud-screening method makes

use of sunshine duration data from four pyrheliometers at

Uccle and is also based on the assumption that the variability

of the τaer in the course of 1 day is either lower than 10 % or

lower than 0.08 τaer units, which is the maximum uncertainty

of the τaer retrieval algorithm. Figure 1 gives a schematic

overview of the improved cloud-screening technique. First it

is determined whether the individual τaer measurements were

taken within a 10 min interval of continuous sunshine. The

measurements for which this is not the case are removed, af-

ter which more than two individual measurements per day

must remain in order to continue. For each day, we then de-

termine the maximum deviation to the median value. If this

value is less than 0.08, we accept all measurements for that

day. However, if the maximum deviation exceeds 0.08, the

relative standard deviation for that day is calculated. In case

this value is less than 10 %, which would guarantee a given

stability within the diurnal pattern of τaer, all the τaer values

for that day are accepted. In the other case, the τaer measure-

ment with the largest contribution to the standard deviation

is removed, as this measurement is most likely influenced by

clouds. The median value will then be recomputed and the

previous steps are repeated. Days with two or less individ-

ual τaer measurements are excluded from the results, since it

does not make sense to calculate the deviation to the median

and the standard deviation.

The cloud-screened τaer, both from DS and SS Brewer

measurements, were compared to quasi-simultaneous and

colocated Cimel level 2.0 quality-assured values (with a

maximum time difference of 3 min). The Cimel sun pho-

tometer, which belongs to BISA (Belgium Institute of Space

Aeronomy), is located approximately 100 m from the Brewer

instrument. It is an automatic sun–sky scanning filter ra-

diometer allowing the measurements of the direct solar ir-

radiance at wavelengths 340, 380, 440, 500, 670, 870, 940

and 1020 nm. These solar extinction measurements are used

to compute aerosol optical depth at each wavelength except

for the 940 nm channel, which is used to retrieve total atmo-

spheric column precipitable water in centimeters. The instru-

ment is part of the AErosol RObotic NETwork (AERONET;

http://aeronet.gsfc.nasa.gov/; Holben et al., 2001). The ac-

curacy of the AERONET τaer measurements at 340 nm

is 0.02 (Eck et al., 1999). For the period of comparison

(2006–2013), the correlation coefficient, slope and intercept

of the regression lines have been calculated, and the values

are presented in Table 1. The results of the comparison show

that the cloud-screened Brewer τaer values agree very well

with the Cimel data.

The advantages of the improved cloud-screening method

are the removal of the arbitrary maximum level of τaer values

and the fact that it runs completely automatically, whereas

the old one needed manual verification afterwards. This

method has now been applied not only to the τaer retrieval

using SS measurements at 340 nm but also to the method us-

ing DS measurements.

3.2 Data analysis methods

Since most statistical analysis tests, such as linear regression

and change-point tests, rely on independent and identically

distributed time series (e.g., Van Malderen and De Backer,

2010, and references therein), most data used in this study

are in their anomaly form. Monthly anomalies are used to re-

duce the influence of the seasonal cycle on the analysis and

are calculated by subtracting the long-term monthly mean

from the individual monthly means. Monthly means are only

calculated for months with at least 10 individual daily val-

ues. For Sery, Sg and QO3
, accepting monthly means with

only 10 daily individual values does not have an impact on

the calculated trends, as respectively 85, 99 and 100 % of the
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months consist of more than 20 individual daily values. For

τaer, however, the number of available monthly mean values

is dramatically reduced (from 92 to only 5 remaining values)

when only accepting monthly means based on 20 individ-

ual values. There is a risk in accepting months with only 10

daily values, as those days could be concentrated at the be-

ginning or end of a month, which could bias the calculated

trend. However, the benefit of using 92 instead of 5 monthly

mean values for τaer trend calculations outweighs this po-

tential bias. For the multiple linear regression analysis, daily

values will be used instead of anomaly values.

3.2.1 Linear trend analysis

Linear trends are calculated for the monthly anomalies of

Sery, Sg, QO3
and τaer at 320.1 nm. To determine the signif-

icance of the linear trends, the method described in Santer

et al. (2000) is used. The least-squares linear regression es-

timate of the trend in x(t), b, minimizes the squared differ-

ences between x(t) and the regression line x̂(t):

x̂(t)= a+ b(t); t = 1, . . .,nt . (1)

Whether a trend in x(t) is significantly different from 0 is

tested by computing the ratio between the estimated trend

(b) and its standard error (sb):

tb =
b

sb
. (2)

Under the assumption that tb is distributed as Student’s t , the

calculated t ratio is then compared with a critical t value,

tcrit, for a stipulated significance level α and nt − 2 degrees

of freedom (Santer et al., 2000).

However, if the regression residuals are autocorrelated, the

results of the regression analysis will be too liberal and the

original approach must be modified. The method proposed

in Santer et al. (2000) involves the use of an effective sam-

ple size ne in the computation of the adjusted standard error

and calculated t value, but also in the indexing of the critical

t value. To test for autocorrelation in the residuals of a time

series, the Durbin–Watson test is used (Durbin and Watson,

1971).

The above-described linear trend analysis is also applied

to the monthly anomalies of the extreme values (minima and

maxima) of the variables. The extreme values are calculated

by determining the lowest and highest measured value for

each month. These trends will be studied together with the

relative frequency distribution of the daily mean values. This

distribution is determined by using the minimum and max-

imum values of the entire study period as boundaries and

by dividing the range between the boundaries into a certain

amount of bins of equal size. The daily values are distributed

over the different bins, and the relative frequency in percent

is calculated. This will be done for two different time peri-

ods: 1991–2002 and 2003–2013. Additionally, the medians

for these periods are calculated. In this way, it is possible to

investigate whether there is a shift in the frequency distribu-

tion of the variables from the first period to the second one.

The results of the analysis of the frequency distribution will

only be presented in case they show a significant shift in the

data.

3.2.2 Change-point analysis

Change points are times of discontinuity in a time series

(Reeves et al., 2007) and can either arise naturally or as a re-

sult of errors or changes in instrumentation, recording prac-

tices, data transmission, processing, etc. (Lanzante, 1996).

A change point is said to occur at some point in the se-

quence if all the values up to and including it share a com-

mon statistical distribution and all those after the point share

another. The most common change-point problem involves

a change in the mean of the time series (Lanzante, 1996).

There are different tests that can be used to detect a change

point in a time series. In this study we use the combina-

tion of three tests: the non-parametric Pettitt–Mann–Whitney

(PMW) test (based on the ranks of the values in the se-

quence), the Mann–Whitney–Wilcoxon (MWW) test (a rank

sum test) and the cumulative sum technique (CST). The de-

tails of these tests are described in Hoppy and Kiely (1999).

The change points discussed further in this study are detected

by all three tests (except when mentioned otherwise), and

only the change points that exceeded the 90 % confidence

level were retained. The change points are determined for

the monthly anomalies time series of Sery, Sg, QO3
and τaer

at 320.1 nm. When there is a clear and large-enough, statisti-

cally significant trend present in the time series, this automat-

ically leads to the detection of a change point in the middle

of the time series as, at this point, the change in the mean is

large enough to be significant. In this case, it is necessary to

detrend the time series, i.e., subtract the general trend from

the time series.

3.2.3 Multiple linear regression analysis

The goal of a MLR analysis is to determine the values of pa-

rameters for a linear function that cause this function to best

describe a set of provided observations (Krishna Prasad et

al., 2011). In this study, the MLR technique is used to ex-

plore whether there is a significant relationship between Sery

and three explanatory variables (Sg, QO3
and τaer) both on

a daily and seasonal scale. We use a linear model where the

coefficients are determined with the least-squares method:

Sery = a× Sg+ b×QO3
+ c× τaer+ d + ε (3)

with

– Sery: erythemal UV dose (in J m−2)

– Sg: global solar radiation (in J m−2)

www.atmos-chem-phys.net/14/12251/2014/ Atmos. Chem. Phys., 14, 12251–12270, 2014



12256 V. De Bock et al.: UV time series analysis

– QO3
: total ozone column (in DU)

– τaer: aerosol optical depth at 320.1 nm

– a, b, c: regression coefficients

– d: constant term

– ε: error term.

Although the attenuation of radiation by ozone is not lin-

ear (according to the Beer–Lambert law), we consider to-

tal ozone column as a linear independent variable, based on

the limited variation of this variable throughout the year and

throughout the different seasons.

The model will be developed based on data from 1991

to 2008. Data from 2009 to 2013 will be used for valida-

tion of the model. For the MLR analysis to produce trust-

worthy results, the distribution of the errors of the model

should be normal. Non-normal errors may mean that the t

and F statistics of the coefficients may not actually follow t

and F distributions and that the model might underestimate

reality (Williams et al., 2013). However, as stated in Williams

et al. (2013), even if errors are not normally distributed, the

sampling distribution of the coefficients will approach a nor-

mal distribution as sample size grows larger, assuming some

reasonably minimal precondititions. As we have a large data

set available at Uccle for the MLR analysis, we can assume

that the distribution of the coefficients of the MLR model ap-

proaches normality.

The performance of the model and its parameters will be

evaluated through different statistical parameters. The ad-

justed R2 value is the measure for the fraction of variation

in UV explained by the regression, accounting for both the

sample size and the number of explanatory variables. Com-

pared to the R2 value, the adjusted R2 value will only in-

crease if a new variable has additional explanatory power. It

is possible to test the null hypothesis that a regression coef-

ficient is equal to 0, which would mean that the variable as-

sociated with this regression coefficient does not contribute

to explaining the variation in UV. This is done by looking at

the p value. If we want to test whether a regression coeffi-

cient differs significantly from 0 at the 5 % level, the p value

should be less than or equal to 0.05. The influence of the

variation in the three parameters on the variation of Sery is

determined by multiplying the standard deviation of each pa-

rameter with its corresponding regression coefficient and di-

viding this by the average Sery value.

The mean bias error (MBE) and the mean absolute bias er-

ror (MABE) are also calculated in order to evaluate the per-

formance of the regression model. The MBE (given in %)

provides the mean relative difference between modeled and

measured values (Antón et al., 2009):

Table 2. Seasonal trends of erythemal UV doses (1991–2013).

Season Trend per decade Significance level

Spring +9 % (± 3 %) 99 %

Summer +6 % (± 2 %) 99 %

Autumn +7 % (± 3 %) 95 %

Winter −12 % (± 4 %) 99 %

MBE= 100×
1

N

N∑
i=1

Smodeled
eryi

− Smeasured
eryi

Smeasured
eryi

. (4)

The MABE (given in %) reports on the absolute value of the

individual differences between modeled and measured data

(Antón et al., 2009):

MABE= 100×
1

N

N∑
i=1

|Smodeled
eryi

− Smeasured
eryi

|

Smeasured
eryi

. (5)

4 Results and discussion

4.1 Linear trend analysis

4.1.1 Erythemal UV dose

A significant positive trend (at the 99 % significance level)

can be detected in the time series of monthly anomalies

of Sery (Fig. 2). These values increase by 7 % (± 2 %) per

decade. The seasonal trends are presented in Table 2. In

spring (March, April and May), summer (June, July and Au-

gust) and autumn (September, October and November), Sery

increases significantly, whereas in winter (December, Jan-

uary and February) the trend is negative. The increase in Sery

is the largest in spring.

A significant positive trend has been found in the monthly

anomalies of both the minimum and maximum values of Sery.

The minimum values show an increase of 10 % (± 4 %) per

decade and the maximum values increased by 7 % (±1 %)

per decade (respectively at the 95 and 99 % level). The in-

crease in the median value from 825 J m−2 (1991–2002) to

987 J m−2 (2003–2013) shows that higher Sery values are

more frequent in the latter period.

4.1.2 Global solar radiation

The values of Sg show an increase of 4 % (± 1 %) per decade

at the 99 % significance level, which corresponds to an abso-

lute change of +0.5 (± 0.2) W m−2 per year for the observed

time period (Fig. 2). On a seasonal scale, spring and autumn

exhibit a significant positive trend (Table 3). The seasonal

trends of Sg, although not significant in summer and winter,

Atmos. Chem. Phys., 14, 12251–12270, 2014 www.atmos-chem-phys.net/14/12251/2014/
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Fig. 2. Trends of monthly anomalies at Uccle for erythemal UV dose (upper left panel), global
solar radiation (upper right panel), total ozone column (lower left panel) and Aerosol Optical
Depth at 320.1 nm (lower right panel) for the time period 1991-2013. The blue lines represent
the time series, whereas the red lines represent the trend over the time period.
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Figure 2. Trends of monthly anomalies at Uccle for erythemal UV dose (upper left panel), global solar radiation (upper right panel), total

ozone column (lower left panel) and aerosol optical depth at 320.1 nm (lower right panel) for the time period 1991–2013. The blue lines

represent the time series, whereas the red lines represent the trend over the time period.

Table 3. Seasonal trends of global solar radiation (1991–2013).

Season Trend per decade Significance level

Spring +6 % (± 3 %) 95 %

Summer +2 % (± 2 %) not significant

Autumn +6 % (± 3 %) 95 %

Winter −4 % (± 4 %) not significant

have the same sign as the seasonal Sery trends. The trends of

Sg are smaller than the Sery trends, both on an annual and

seasonal scale.

There is a clear difference between the trends of the

monthly anomalies of minimum and maximum values of Sg.

Both trends are positive, but the increase in the minimum

values (12 % (± 5 %) per decade at 99 % significance level)

is much larger than the one in the maximum values (3.2 %

(± 0.7 %) per decade at 99 % significance level). Study of

the median values reveals the presence of an increase from

7880 kJ m−2 (1991–2002) to 8902 kJ m−2 (2003–2013). As

the global radiation data are all-sky data, it is obvious that the

minimum values are the ones that are influenced by clouds.

If the minimum values increase in time, the cloud properties,

i.e., their amount and/or water content, must have changed

over the past 23 years.

4.1.3 Total ozone column

The monthly anomalies of QO3
show a positive trend of

2.6 % (± 0.4 %) per decade (significant at 99 %) (Fig. 2). Sig-

Table 4. Seasonal trends of total ozone column (1991–2013).

Season Trend per decade Significance level

Spring +3 % (± 1 %) 95 %

Summer +1.6 % (± 0.6 %) 95 %

Autumn +1.8 % (± 0.9 %) not significant

Winter +3 % (± 2 %) not significant

Table 5. Seasonal trends of aerosol optical depth at 320.1 nm

(1991–2013).

Season Trend per decade Significance level

Spring +2 % (± 7 %) not significant

Summer −18 % (± 8 %) 95 %

Autumn −36 % (± 14 %) 95 %

Winter not enough data

nificant positive trends occur in spring and summer (Table 4),

with the trend in spring being the largest one. As opposed to

the seasonal trends of Sery and Sg, the ones for QO3
are pos-

itive for each season. We would expect an increase in QO3

over the past 23 years to be accompanied by a decrease in

Sery, which is not the case for the Uccle time series. This in-

dicates that other variables might contribute to the change in

Sery and that the contribution ofQO3
might be washed out by

the influence of these other variables.

Both the minimum and maximum QO3
values increased

significantly (99 % level) at the same rate: 3.0 % (± 0.6 %)

www.atmos-chem-phys.net/14/12251/2014/ Atmos. Chem. Phys., 14, 12251–12270, 2014
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Fig. 3. Relative frequency distribution of daily total ozone column values for the two time peri-
ods: 1991-2002 (in blue) and 2003-2013 (in red).
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Figure 3. Relative frequency distribution of daily total ozone col-

umn values for the two time periods: 1991–2002 (in blue) and

2003–2013 (in red).

per decade for the minimum values and 3.1 % (± 0.6 %) per

decade for the maximum values over the past 23 years. A

clear shift can be seen in the frequency distribution (Fig. 3) of

the dailyQO3
values. During the second period (2003–2013),

higher values are more frequent than during the previous

period (1991–2002), which is supported by the increase

in median values from 319.3 DU (199–2002) to 327.9 DU

(2003–2013). The entire curve of the frequency distribution

is shifted, which means that the minimum values of the dis-

tribution have also increased between the two decades. After

a period with lower QO3
values in the 1990s, it seems that

ozone has been recovering over the past 10 years. Removing

the Pinatubo period (1991–1993) from our analysis does not

change the trend in ozone significantly, which means that the

observed recovery in ozone is not very much related to the

return of the stratosphere to pre-Pinatubo time but rather that

it is more likely a result of the regulations of the Montreal

Protocol.

4.1.4 Aerosol optical depth at 320.1 nm

While the overall trends of Sery, Sg and QO3
are all positive,

the τaer values at 320.1 nm show a negative trend of −8 %

(± 5 %) per decade. This trend, however, is not significant

(Fig. 2). The seasonal trends (Table 5) show that the sum-

mer and autumn trends are significantly negative, with the

largest trend being observed during autumn. Due to a lack of

sufficient clear-sky data, it was not possible to determine the

winter trend for τaer.

There are no significant changes in the minimum and max-

imum τaer values over the 1991–2013 period. From the rela-

tive frequency distribution of the daily τaer values (Fig. 4), it

can be seen that the frequency of lower τaer values (τaer< 0.4)

was higher during the second period (2003–2013). The fre-

quency of high τaer values (τaer> 0.7) has also decreased to-

wards the second decade. This is in agreement with the over-

all decrease in τaer over the last 23 years. However, this is
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Figure 4. Relative frequency distribution of daily aerosol optical

depth values for the two time periods: 1991–2002 (in blue) and

2003–2013 (in red).

not obvious from the median values as they decreased only

slightly from 0.38 (1991–2002) to 0.36 (2003–2013).

4.2 Comparison of Uccle trends with other stations

4.2.1 Erythemal UV dose

Long-term UV trends for different locations around the

world have been the subject of many research articles (e.g.,

den Outer et al., 2000; Zerefos et al., 2012; Eleftheratos et al.,

2014), and it is worth checking the consistency of our results

with these studies even though the time periods are never ex-

actly the same as the one studied in this paper (1991–2013).

Some trends (observed or modeled/reconstructed) found in

the literature are presented in Table 6. Looking at these

trends, it can be seen that for the stations with comparable

latitude to Uccle (45–55◦ N), the trends in UV range from

−2.1 to +14.2 % per decade. The increase of 7 % (± 2 %) per

decade observed at Uccle falls within the range of trends re-

ported in the literature. However, for the comparison of these

trends, it has to be taken into account that not all trends in

Table 6 are calculated in the same say as the one at Uccle.

At Uccle, trends are based on monthly anomalies which are

essentially calculated from daily doses. As such, all effects

such as those from clouds are included in our analysis. Some

of the studies from Table 6 report trends at a certain fixed

solar zenith angle, which does not cover the same range of

effects as the daily sum does, and thus the trends may not

be truly comparable. The possible effect of a different con-

cept of UV could be the subject of a later study. On a more

global scale, Zerefos et al. (2012) examined UV irradiance

over selected sites in Canada, Europe and Japan between

1990 and 2011. The results, based on observations and mod-

eling for all stations, showed an increase in UV irradiances

of 3.7 % (± 0.5 %) and 5.5 % (± 0.3 %) per decade at respec-

tively 305 and 325 nm. For Europe, only the trend at 325 nm

(3.4 % (± 0.4 %) per decade) was significant. The COST 726

action (Litynska et al., 2009; www.cost726.org) calculated

Atmos. Chem. Phys., 14, 12251–12270, 2014 www.atmos-chem-phys.net/14/12251/2014/
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Table 6. Trends of UV radiation at different stations from (a) Bais et al. (2007), (b) Krzýscin et al. (2011), (c) Smedley et al. (2012), (d)

Fitzka et al. (2012), (e) den Outer et al. (2010) and (f) Chubarova (2008).

Station, country Latitude/longitude Period Trend/decade Reference

Measured UV trends

Sodankylä, Finland 67.42◦ N/26.59◦ E 1990–2004 +2.1 % (60◦ SZA) (a)

Jokioinen, Finland 60.80◦ N/23.49◦ E 1996–2005 −1.9 % (60◦ SZA) (a)

Norrköping, Sweden 58.36◦ N/16.12◦ E 1996–2004 +12 % (60◦ SZA) (a)

Bilthoven, the Netherlands 52.13◦ N/5.20◦ E 1996–2004 +8.6 % (60◦ SZA) (a)

Belsk, Poland 51.83◦ N/20.81◦ E 1976–2008 +5.6 % (b)

Reading, United Kingdom 51.45◦ N/0.98◦W 1993–2008 +6.6 % (c)

Hradec Kralove, Czech Rep. 50.21◦ N/15.82◦ E 1994–2005 −2.1 % (60◦ SZA) (a)

Lindenberg, Germany 47.60◦ N/9.89◦ E 1996–2003 +7.7 % (60◦ SZA) (a)

Hoher Sonnblick, Austria 47.05◦ N/12.96◦ E 1997–2011 +14.2 % (65◦ SZA) (d)

Thessaloniki, Greece 40.63◦ N/22.95◦ E 1990–2004 +3.4 % (60◦ SZA) (a)

Reconstructed or

Modeled UV trends

Sodankylä, Finland 67.42◦ N/26.59◦ E 1980–2006 +3.6 % (e)

Jokioinen, Finland 60.80◦ N/23.49◦ E 1980–2006 +2.8 % (e)

Norrköping, Sweden 58.36◦ N/16.12◦ E 1980–2006 +4.1 % (e)

Moscow, Russia 55.75◦ N/37.62◦ E 1980–2006 +6 % (f)

Bilthoven, the Netherlands 52.13◦ N/5.20◦ E 1980–2006 +2.9 % (e)

Hradec Kralove, Czech Rep. 50.21◦ N/15.82◦ E 1980–2006 +5.2 % (e)

Lindenberg, Germany 47.60◦ N/9.89◦ E 1980–2006 +5.8 % (e)

Thessaloniki, Greece 40.63◦ N/22.95◦ E 1980–2006 +4.4 % (e)

trend values for European sites and saw a mean positive trend

of 4.5 % (± 0.5 %) per decade since 1980, which was derived

from reconstruction models, based on QO3
and measured to-

tal solar irradiance.

4.2.2 Global solar radiation

Concerning the global solar radiation, many publications

agree on the existence of a solar dimming period be-

tween 1970 and 1985 and a subsequent solar bright-

ening period (Norris and Wild, 2007; Solomon et al.,

2007; Makowski et al., 2009; Stjern et al., 2009; Wild

et al., 2009; Sanchez-Lorenzo and Wild, 2012). Differ-

ent studies have calculated the trend in Sg after 1985.

The trend in Sg from GEBA (Global Energy Balance

Archive; http://www.iac.ethz.ch/groups/schaer/research/rad_

and_hydro_cycle_global/geba) between 1987 and 2002 is

equal to +1.4 (± 3.4) W m−2 per decade according to Norris

and Wild (2007). Stjern et al. (2009) found a total change

in the mean surface solar radiation trend over 11 stations

in northern Europe of +4.4 % between 1983 and 2003. In

the Fourth Assessment Report of the IPCC (Solomon et al.,

2007), 421 sites were analyzed; between 1992 and 2002,

the change of all-sky surface solar radiation was equal to

0.66 W m−2 per year. Wild et al. (2009) investigated the

global solar radiation from 133 stations from GEBA/World

Radiation Data Centre belonging to different regions in Eu-

rope. All series showed an increase over the entire pe-

riod, with a pronounced upward tendency since 2000. For

the Benelux region, the linear change between 1985 and

2005 is equal to +0.42 W m−2 per year, compared to the

pan-European average trend of +0.33 W m−2 per year (or

+0.24 W m−2 if the anomaly of the 2003 heat wave is ex-

cluded) (Wild et al. 2009). Our trend at Uccle of +0.5

(± 0.2) W m−2 per year (or +4 % per decade) agrees within

the error bars with the results from Wild et al. (2009), but

seems to be somewhat at the high end range.

4.2.3 Total ozone column

Ozone and its trends have been the subject of scientific re-

search since the discovery of ozone depletion. Many studies

agree that ozone has decreased since 1980 to the mid-1990s

as a consequence of anthropogenic emissions of ozone de-

pleting substances. This period of decrease is followed by a

period of significant increase (Steinbrecht et al., 2006; Harris

et al., 2008; Vigouroux et al., 2008; Krzýscin and Borkowski,

2008; Herman, 2010; Bais et al., 2011). For the period be-

fore the mid-1990s, studies report on decreasing ozone val-

ues at Brussels (Bojkov et al., 1995 and Zerefos et al., 1997),

Reading (Bartlett and Webb, 2000), Lerwick (Smedley et al.,

2012), Arosa (Bojkov et al., 1995 and Staehelin et al., 1998),

Hohenpeissenberg (Bojkov et al., 1995), Sodankylä (Glan-

dorf et al., 2005) and Thessaloniki (Glandorf et al., 2005)

(see Table 7). After the mid-1990s, most studies report on a

plateau or a limited increase in ozone. For example, Smedley

www.atmos-chem-phys.net/14/12251/2014/ Atmos. Chem. Phys., 14, 12251–12270, 2014
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Table 7. Trends of total ozone column at different stations from (a) Glandorf et al. (2005), (b) Smedley et al. (2012), (c) Bartlett and Webb

(2000), (d) Bojkov et al. (1995), (e) Zerefos et al. (1997), (f) Fitzka et al. (2012), (g) Staehelin et al. (1998) and (h) Vigouroux et al. (2008).

Station, country Latitude/longitude Period Trend/decade Reference

Sodankylä, Finland 67.42◦ N/26.59◦ E 1979–1998 −5.7 % (a)

Lerwick, United Kingdom 60.15◦ N/1.15◦W 1979–1993 −5.8 % (b)

Reading, United Kingdom 51.45◦ N/0.98◦W 1993–1997 −5.9 % (c)

Brussels, Belgium 50.84◦ N/4.36◦ E 1971–1994 −2.6 % (d)

Brussels, Belgium idem 1993–1996 −15.0 % (e)

Hradec Kralove, Czech Rep. 50.21◦ N/15.82◦ E 1994–2005 −2.2 % (d)

Hohenpeisenberg, Germany 47.80◦ N/11.00◦ E 1968–1994 −3.5 % (d)

Hoher Sonnblick, Austria 47.05◦ N/12.96◦ E 1997–2011 +1.9 % (f)

Arosa, Switzerland 46.77◦ N/9.67◦ E 1964–1994 −2.7 % (d)

Arosa, Switzerland idem 1970–1996 −2.3 % (g)

Jungfraujoch, Switzerland 46.55◦ N/7.98◦ E 1995–2004 +4.1 % (h)

Thessaloniki, Greece 40.63◦ N/22.95◦ E 1993–1996 −4.0 % (e)

Thessaloniki, Greece idem 1990–1998 −4.5 % (a)

et al. (2012) found no clear ozone trend in the 1993–2008

period for Reading. Ozone observations from a Brewer in-

strument at Hoher Sonnblick (Fitzka et al., 2012) showed a

small but significant increase between 1997 and 2011. Sim-

ilar behavior was reported for Jungfraujoch in Vigouroux et

al. (2008). Our result, a trend of +2.6 % per decade, compares

well with the trend observed at Hoher Sonnblick, which is the

only station with a time period comparable to the one at Uc-

cle. From Figs. 2 and 6, it can be seen that a negative trend

occurred in the QO3
values before 1998 and that this trend

was followed by a positive one. However, neither trend is sig-

nificant at Uccle. It is difficult to unambiguously attribute the

ozone trends to changes in ODSs because other factors also

contribute to ozone variability and trends. These factors are

large volcanic eruptions, Arctic ozone depletion, long-term

climate variability, changes in the stratospheric circulation

and the 11-year solar cycle (Harris et al., 2008; Vigouroux et

al., 2008). According to Rieder et al. (2013), the equivalent

effective stratospheric chlorine and the 11-year solar cycle

can be identified as major contributors, but the influence of

dynamical features (such as the El Niño–Southern Oscilla-

tion, North Atlantic Oscillation and Quasi-Biennial Oscilla-

tion) on the ozone variability and trends can not be neglected

at a regional level.

4.2.4 Aerosol optical depth at 320.1 nm

Trend analysis studies of long time series of aerosol optical

depth are still very scarce at the moment. Some studies, how-

ever, do report on aerosol trends (Table 8). Mishchenko and

Geogdzhayev (2007) observed a significant decrease in τaer

from 1991 to 2005 over much of Europe within the GACP

(Global Aerosol Climatology Project; http://gacp.giss.nasa.

gov/) data. Alpert et al. (2012) studied τaer trends from

MODIS (MODerate-resolution Imaging Spectroradiometer)

and MISR (Multi-angle Imaging SpectroRadiometer) satel-

lite measurements over the 189 largest cities in the world and

saw a decrease in τaer over Europe for the 2002–2010 period.

The decadal trend observed by de Meij et al. (2012) over

Europe between 2000 and 2009 was negative for MODIS

(−30 %), MISR (−9 %) and AERONET (−25 %). Zerefos

et al. (2012) – who investigated the τaer over Europe, Japan

and Canada – discovered a general decline in τaer exceeding

10 % per year. For Europe specifically, the trend of τaer varied

between −16.6 % (± 6 %) per decade when using the GACP

data set and −42.8 % (± 5.7 %) for the MODIS data set. The

insignificant trend of−8 %± 5 % per decade observed at Uc-

cle lies within the range of trends observed at other European

stations. The long-term τaer decrease over much of Europe is

quite consistent with the supposed reversal from increasing

to decreasing anthropogenic sulfur and black carbon emis-

sions owing to the enactment of clean-air legislation in many

countries (Mishchenko and Geogdzhayev, 2007; Chiaccio et

al., 2011; Alpert et al., 2012; de Meij et al., 2012; Hsu et

al., 2012; Nabat et al., 2013). This change occurred after

1988–1989, the time period when a maximum was reached

in the emissions of sulfate aerosols over Europe (Chiaccio et

al., 2011). Many scientists believe that the decadal changes in

aerosols have influenced the amount of solar radiation reach-

ing the surface of the Earth and that the decrease in aerosols

has played a part in the switch from global dimming to global

brightening, which occurred around 1980–1990 (Augustine

et al., 2008; Chiaccio et al., 2011). According to Wild et

al. (2009), the reduction of aerosols may have played a role

during the 1990s but not after 2000. Decreases in cloudiness

or cloud albedo may have enabled the continuation of the in-

crease in surface solar radiation over Europe beyond 2000,

despite the stabilization of aerosol concentrations.

Atmos. Chem. Phys., 14, 12251–12270, 2014 www.atmos-chem-phys.net/14/12251/2014/
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Table 8. Absolute and relative trends of aerosol optical depth at different stations from (a) Alpert et al. (2012), (b) Nyeki et al. (2012),

(c) Fitzka et al. (2012) and (d) Kazadzis et al. (2007). MODIS-Terra, MODIS-Aqua and MISR measurements are represented by respectively

“a”, “b” and “c” after the station name.

Station, country Latitude/longitude Period Trend/decade Reference

Berlin (a), Germany 52.50◦ N/13.40◦ E 2002–2010 −20.5 % (a)

Berlin (b), Germany idem 2002–2010 −17.9 % (a)

Berlin (c), Germany idem 2002–2010 −12.3 % (a)

Warsaw (a), Poland 52.30◦ N/21.00◦ E 2002–2010 −2.4 % (a)

Warsaw (b), Poland idem 2002–2010 −0.4 % (a)

Warsaw (c), Poland idem 2002–2010 +12.9 % (a)

Ruhr Area (a), Germany 51.50◦ N/7.50◦ E 2002–2010 −15.7 % (a)

Ruhr Area (b), Germany idem 2002–2010 −9.3 % (a)

Ruhr Area (c), Germany idem 2002–2010 −9.3 % (a)

Paris (a), France 48.90◦ N/2.40◦ E 2002–2010 −8.1 % (a)

Paris (b), France idem 2002–2010 +5.0 % (a)

Paris (c), France idem 2002–2010 +9.8 % (a)

Hohenpeisenberg, Germany 47.80◦ N/11.00◦ E 1995–2010 −10.6 % (b)

Hoher Sonnblick, Austria 47.05◦ N/12.96◦ E 1997–2011 −5 to −6 % (c)

Barcelona (a), Spain 41.40◦ N/2.20◦ E 2002–2010 −8.8 % (a)

Barcelona (b), Spain idem 2002–2010 +4.2 % (a)

Barcelona (c), Spain idem 2002–2010 −2.3 % (a)

Thessaloniki, Greece 40.63◦ N/22.95◦ E 1997–2006 −29.0 % (d)

Madrid (a), Spain 40.40◦ N/3.70◦W 2002–2010 −18.3 % (a)

Madrid (b), Spain idem 2002–2010 −10.0 % (a)

Madrid (c), Spain idem 2002–2010 −7.4 % (a)

4.3 Change-point analysis

4.3.1 Erythemal UV dose

According to the three tests (PMW, MWW and CST) of the

change-point analysis, there is a significant shift in the mean

of the monthly anomalies of Sery around January 2003. The

change point is located suspiciously close to the middle of

the time series, however. To remove the influence of the pres-

ence of one general increasing trend, which would lead to the

discovery of a change point in the middle of the time series,

the time series was detrended. This is done by subtracting the

general trend from the original time series. The change point

in the detrended time series is located around February 1998

(Fig. 5). Since there was no change in the calibration con-

stants of the Brewer instrument around that period, it seems

that the change point is not caused by known instrumental

changes but rather by natural/environmental changes.

4.3.2 Global solar radiation

A significant change point was detected (only by the PMW

test) around January 2003 in the time series of Sg. Similar

to the Sery time series, there is one general positive trend

present, which explains the detection of a change point near

the middle of the time series. Thus, it was again decided to

look at the detrended time series of Sg. However, the detected

change point around January 2006 (only by the PMW test)

was not significant at the 90 % significance level.

Figure 5. The black line represents the detrended time series of

monthly anomalies of erythemal UV dose (1991–2013). The red

(dashed) lines represent the (insignificant) positive trends before

and after the detected change point. The grey lines represent the

mean before and after the change point.

4.3.3 Total ozone column

All three tests confirmed the presence of a significant change

point around March 1998 in the time series of monthly

anomalies of QO3
, where the mean before the change point

is clearly lower than the one after the change point (Fig. 6).

As there is clearly more than one general trend within the

www.atmos-chem-phys.net/14/12251/2014/ Atmos. Chem. Phys., 14, 12251–12270, 2014
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Figure 6. The black line represents the time series of monthly

anomalies of total ozone column (1991–2013). The blue (dashed)

line represents the (insignificant) negative trend before the detected

change point, and the red (dashed) line represents the (insignificant)

positive trend after the change point. The grey lines represent the

mean before and after the change point.

entire time series, there is no need for detrending in this

case. There was no change in the calibration constants of

the Brewer instrument around 1998, so the change point has

no known instrumental cause. To further exclude an instru-

mental cause for the step change in the mean of the Uccle

ozone time series, we investigated the total ozone time series

of De Bilt (the Netherlands; 52.10◦ N/5.18◦ E; data obtained

from www.woudc.org). This time series is also characterized

by a step change and change point in the beginning of 1998

(March 1998). At that time, there was no change in the cal-

ibration constants of the Brewer instrument at De Bilt. This

confirms that the change point seen in the Uccle time series

must have a natural/environmental cause.

4.3.4 Aerosol optical depth at 320.1 nm

According to the change-point analysis, no significant

change was found in the mean of the monthly anomalies of

τaer.

4.3.5 Overview and explanations

The change points in the time series of Sery and QO3
occur

around the same time period (February/March 1998). Since

we were able to rule out known instrumental causes for the

detected change points in both time series, we can assume

that they have some natural/environmental cause and are re-

lated to each other.

The change point in the QO3
time series corresponds with

results found in the literature. Recent studies have shown

that, for other stations, the ozone recovery started around

1997 (Steinbrecht et al., 2006; Reinsel et al., 2005). Ozone

levels seem to follow the change in chlorine concentrations

resulting from the regulations of the Montreal Protocol in

1987. When ozone starts to increase, it is expected to have

some implications on the UV irradiance as ozone is a strong

absorber of UV irradiance in the stratosphere (Wenny et al.,

2001). An increase in ozone would normally lead to a de-

crease in UV irradiance, which is not what was observed at

Uccle, where the UV irradiance levels continue to increase

after 1998. Before 1998, the (insignificant) trends in the time

series of QO3
and Sery are opposite, which is what would

be expected. However, after 1998, both the (insignificant)

QO3
and Sery trend are positive. So the behavior of QO3

can

only partly explain the changes observed in the UV irradi-

ance time series, and other parameters, such as aerosols and

cloudiness, might play an important role.

4.4 Multiple linear regression analysis

Before applying the MLR technique, it has to be verified that

the explanatory variables (Sg, QO3
and τaer) are independent

variables. This is done by calculating the correlation coeffi-

cients between these parameters. The correlation coefficients

between the three variables are low enough (< 0.25) to allow

using these variables as independent explanatory variables

for the multiple regression analysis. As opposed to the pre-

vious analysis methods, the MLR is applied to daily values,

instead of monthly anomaly values. For Sery and Sg, the daily

sums are used, whereas for QO3
and τaer daily mean values

are used.

4.4.1 MLR analysis of daily values using total ozone

column, global solar radiation and aerosol

optical depth

The MLR analysis has been applied to 1246 simultaneous

daily values of erythemal UV dose (Sery), global solar radi-

ation (Sg), total ozone (QO3
) and aerosol optical depth (τaer)

between 1991 and 2008. The amount of regression days was

highly limited by the available τaer measurements. The re-

sulting regression equation is

Sery = 690+ 0.000169× Sg− 5.01×QO3
+ 70.0× τaer+ ε (6)

(with Sery in J m−2; Sg in J m−2; and QO3
in DU).

The adjusted R2 value of the multiple regression is 0.94,

which means that Sg, QO3
and τaer together explain 94 % of

the variation in daily Sery. The changes in Sery caused by the

variation of each of the three parameters can be calculated by

multiplying the standard deviation of each parameter with its

corresponding regression coefficient and dividing this by the

average Sery value. From the results, it is clear that Sg, whose

variation leads to a change in Sery of 56 %, has the biggest

influence on Sery, followed by QO3
(change in Sery of −9 %)

and τaer (change in Sery of 1 %).

The data from 2009–2013 are used to validate the model

(see Fig. 7). The regression equation between the modeled

and measured Sery values (f (x)= 0.93x+ 113.45 with x:

Atmos. Chem. Phys., 14, 12251–12270, 2014 www.atmos-chem-phys.net/14/12251/2014/
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Table 9. Performance of the seasonal regression models.

Spring Summer Autumn Winter

Correlation 0.95 0.93 0.97 0.90

Regression equation y = 0.89x+ 145.17 y = 0.94x+ 104.36 y = 0.90x+ 102.48 y = 0.91x+ 8.13

MBE −4 % −2 % 0.06 % −7 %

MABE 14 % 6 % 15 % 15 %
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Figure 7. Scatterplot of the measured and modeled erythemal UV

doses at Uccle for the 2009–2013 validation period. The red line

represents the regression line of the data (f (x)= 0.93x+ 113.45).

The black line is the f (x)= x line.

measured values) and the correlation coefficient (0.96) reveal

the good agreement between model and reality. The MBE

of the model is −3 %, meaning that the model has a slight

tendency to underestimate the measurements, which can be

seen in Figs. 7 and 8. The MABE, which is a useful mea-

sure to evaluate the overall performance of the model, equals

18 %. This means that the model proposed here estimates the

Sery with a mean error of 18 %. Figure 7 and the upper panel

of Fig. 8 show that, in some cases, negative Sery doses are

modeled, which is a sign that the model does not always give

realistic results. This is the case only during winter, when

the Sg values are much lower than during the other seasons.

When moderate to high QO3
values are combined with low

Sg values, this leads to negative modeled Sery values accord-

ing to the regression equation. From Fig. 8 it is also clear that

there is a seasonal cycle in the residual values. Therefore, it

would be better to perform the multiple regression analysis

on a seasonal scale.

4.4.2 Seasonal MLR analysis using total ozone column,

global solar radiation and aerosol optical depth

The multiple regression equations for the different seasons

are presented below.
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Figure 8. Validation of the multiple linear regression equation: the

upper panel shows the measured (in blue) and modeled (in red) ery-

themal UV values; the lower panel presents the absolute residuals.

Spring:

Sery = 1016+ 0.0001542× Sg− 5.660×QO3
+ 92.11× τaer+ ε (7)

Summer:

Sery = 2010+ 0.0001481× Sg− 6.737×QO3
− 134.2× τaer+ ε (8)

Autumn:

Sery =−195+0.000143×Sg−1.22×QO3
+120×τaer+ε (9)

Winter:

Sery = 325+0.0000750×Sg−1.50×QO3
+101×τaer+ε (10)

For all seasons, more than 80 % of the total variation in Sery is

explained by the combination of Sg,QO3
and τaer. This could

be concluded from the adjusted R2 values for each season.

What might seem strange is the negative value of the con-

stant term in the regression equation for autumn. However,

the p value for this term is higher than 0.05, which means

that this coefficient does not significantly differ from 0 at the

95 % significance level.

From Fig. 9 and Table 9, it can be concluded that the sea-

sonal models perform well in estimating the measured Sery

values. The correlation between the modeled and measured

www.atmos-chem-phys.net/14/12251/2014/ Atmos. Chem. Phys., 14, 12251–12270, 2014
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Figure 9. Scatterplots of the measured and modeled erythemal UV doses at Uccle for the 2009–2013 validation period for spring (upper left

panel), summer (upper right panel), autumn (lower left panel) and winter (lower right panel). The red lines represent the regression lines of

the data, and the black lines are the f (x)= x lines.

Table 10. Seasonal influence of the variation of Sg, QO3
and τaer

on Sery.

Spring Summer Autumn Winter

τaer 1 % −1 % 2 % 4 %

QO3
−9 % −4 % −2 % −15 %

Sg 37 % 18 % 53 % 32 %

values varies between 0.90 (in winter) and 0.97 (in autumn).

The regression equations are shown in both Fig. 9 and Ta-

ble 9. The negative MBE values (except for autumn, which

has a value close to 0) show that each model has a tendency to

underestimate the measured values. The summer model per-

forms best, with an absolute mean model error of only 6 %.

The relative residuals (shown in Fig. 10) are smallest in sum-

mer, which again points out that the performance of the sum-

mer model in estimating the measured Sery is the best. The

spring and autumn models have much higher relative residu-

als.

To determine the influence of the variation in the parame-

ters on the variation in UV, the standard deviation of each pa-

rameter is multiplied with its corresponding regression coef-

ficient, which is then divided by the average Sery value. This

will give an idea of the magnitude of the influence of each

parameter on UV. The results are given in Table 10. Changes

in the variation of Sg (Table 10) are the most important and
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Figure 10. Relative residuals (= (measured−modeled) /measured

× 100) of the seasonal multiple regression models. The colors rep-

resent the different seasons: blue – spring; red – summer; green –

autumn; and orange – winter.

lead to changes in Sery between 18 % (in summer) and 53 %

(in autumn). The influence of the variation inQO3
and τaer is

much smaller. Changes in the variation of QO3
always lead

to negative changes in Sery (from −2 % in summer to −15 %

in winter), whereas the influence of a change in variation of

τaer varies from a negative value (−1 % change in Sery) in

summer to positive values in the other seasons, with a maxi-

mum of 4 % in winter (Table 10). τaer and Sg have their low-
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est contribution in summer. QO3
on the other hand has the

lowest contribution in autumn. The influence ofQO3
is high-

est during winter and spring, and this is in accordance with

the variation inQO3
itself, which is largest during winter and

early spring. For τaer also, the absolute contribution to the

variation in Sery is the highest in winter. As the path length

of UV irradiance is higher during winter, aerosols and ozone

have more opportunity to influence UV irradiance on its way

to the Earth’s surface.

The influence of τaer on Sery in the seasonal models is pos-

itive (except in summer), which is also the case when the τaer

is used as the only explanatory variable in the models. This

does not agree with what was observed in the trend analy-

sis of the monthly anomalies time series, where an increase

in Sery is accompanied by a decrease in τaer. It has to be

taken into account, however, that the negative general τaer

trend is not significant. Also, this negative trend in τaer is

too much driven by the high but sparse values at the begin-

ning of the studied time period. Depending on the circum-

stances and the physical and optical properties of aerosols,

the influence of τaer on global and UV irradiance can be ei-

ther positive or negative. An increase in τaer could lead to

an increase in global and UV radiation if the increase in τaer

were caused by an increase in the amount of small scatter-

ing aerosol particles. If there were predominantly particles

of size much smaller than the UV wavelengths (i.e., freshly

formed particles, Aitken mode particles) and of high single-

scattering albedo (SSA), the UV radiation could be enhanced

by the multiple scattering by these aerosols. However, if the

amount of all particles exceeded a certain (albeit in this study

not possible to determine) threshold value, extinction would

take over, and from this point an increase in τaer would lead

to a decrease in UV irradiance. The aerosol composition,

which determines whether a mixture is rather scattering or

absorbing, the aerosol amount and the aerosol size distribu-

tion determine whether an increase in τaer will lead to either

an increase or decrease in UV irradiance. At Uccle there is

no information on these parameters; hence it is difficult to

unambiguously characterize the influence of τaer on UV ir-

radiance. The aerosol effects on UV in this study are solely

based on τaer and not on aerosol absorption property changes.

Recently, a nephelometer and an aethalometer have been in-

stalled at our site in Uccle, so in the future their measure-

ments can be combined to derive the SSA. This will shine a

new light on the influence of the aerosols on the UV radia-

tion at Uccle. Antón et al. (2011) already reported that it is

hard to determine the effect of aerosols due to their tempo-

ral and spatial variability and the difficulties associated with

their characterization.

It has already been shown that Sg has the largest influence

on Sery, so an important issue that needs to be addressed is

whether QO3
and τaer are actually necessary to capture the

variation in Sery. This was investigated by performing the

MLR analysis using (1) only Sg, (2) Sg combined with QO3

and (3) Sg combined with τaer as explanatory variables. The

Table 11. Results of MLR analysis with only Sg, Sg combined with

QO3
and Sg combined with τaer as explanatory variables.

Sg Sg+QO3
Sg+τaer

Adjusted R2

Spring 0.85 0.90 0.85

Summer 0.81 0.85 0.81

Autumn 0.95 0.95 0.95

Winter 0.65 0.81 0.65

MABE (in %)

Spring 14.53 14.40 14.33

Summer 6.39 6.21 6.21

Autumn 15.45 15.25 14.89

Winter 22.20 14.25 21.47

Correlation modeled and

measured UV values

Spring 0.93 0.95 0.93

Summer 0.91 0.93 0.91

Autumn 0.96 0.96 0.96

Winter 0.75 0.89 0.76

adjusted R2 value, the MABE and the correlation between

modeled and measured Sery values are given in Table 11.

From these values, it becomes clear that τaer only has a mi-

nor contribution to the regression model and that, to describe

the changes in Sery, τaer might not be needed, except perhaps

for spring. For this reason it seems unnecessary to include

τaer in the MLR analysis. QO3
seems to be a more impor-

tant explanatory variable, as the adjusted R2 increases for all

seasons, except summer, and the MABE of the models de-

creases, except in summer, when combining Sg andQO3
. The

correlation between modeled and measured values does not

change much, except in winter (from 0.75 when using only

Sg to 0.89 when combining Sg and QO3
). The developed re-

gression models are only valid for Uccle. For other sites, it

might be necessary to include all three parameters in the re-

gression models in order to explain the observed variation in

Sery.

5 Conclusions

Of the variables known to influence the UV irradiance that

reaches the ground, the variability of global solar radiation,

total ozone column and aerosol optical depth (at 320.1 nm)

are studied by performing a trend analysis, a change-point

analysis and a multiple linear regression analysis. This is

done in order to determine their changes over a 23 year time

period (1991–2013) and their possible relation to the ob-

served UV changes at Uccle, Belgium. Sery,QO3
and τaer are

measured by the Brewer spectrophotometer instruments, and

Sg measurements are performed by a CM11 pyranometer.

www.atmos-chem-phys.net/14/12251/2014/ Atmos. Chem. Phys., 14, 12251–12270, 2014
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The trend over the past 23 years was determined for each

variable using their monthly anomaly values. An overall pos-

itive trend was present in the time series of Sery, Sg and

QO3
of respectively +7 % (± 2 %), +4 % (± 1 %) and +2.6 %

(± 0.4 %) per decade. In contrast, the trend of τaer, equal

to −8 % (± 5 %) per decade, is insignificantly negative over

the investigated time period. The sign and magnitude of the

trends observed at Uccle agree with results found in the lit-

erature for stations of comparable latitude. The increase in

Sg since 1991 could be interpreted as a sign of continu-

ing global brightening over Belgium. The decrease in sulfur

and black carbon emissions after 1989, which resulted in en-

hanced global solar radiation at the Earth’s surface, is most

probably also the driving mechanism for the decrease in τaer,

which in turn could have an influence by increasing the UV

irradiance.

For both Sery and Sg, there is an increase in the frequency

of higher values towards the second part of the study pe-

riod (2003–2013), without the entire frequency distribution

shifting. This could be explained by a decrease in cloudiness

towards 2003–2013. Several studies report on a decrease in

cloud cover over the past decades and a tendency for cu-

muliform clouds to replace stratiform clouds (Norris and

Slingo, 2009; Eastman and Warren, 2013). This would in-

crease both Sg and Sery due to enhanced scattering. However,

other parameters (such as ozone and aerosols) could also in-

fluence the values of Sery and Sg. As opposed to Sery and

Sg, a clear shift can be seen in the entire frequency distribu-

tion of daily QO3
values, with both minimum and maximum

values having increased from the 1991–2002 period to the

2003–2013 period, which supports literature findings about

an ozone recovery around the end of the 1990s. From the

frequency distribution of daily τaer values, it can be derived

that, between 1991 and 2002, higher τaer values were more

frequently present than during the last period (2003–2013),

which is in agreement with the overall decrease over the last

23 years.

The seasonal trends of the four variables were also stud-

ied and are similar between Sery and Sg, with a positive trend

for all seasons except winter. The QO3
trend is positive for

spring and summer. Normally, we would expect a positive

QO3
trend to be accompanied with a negative trend in Sery.

The fact that the observed trends have the same sign could in-

dicate that the change in UV irradiance is not only influenced

by a change in total ozone values. The τaer trend is negative

during summer and autumn. The trend in spring is not signif-

icant, and not enough winter data were present to calculate a

winter trend.

ForQO3
and Sery, a significant change point (i.e., a signifi-

cant shift in the mean of the monthly anomalies) was detected

around February/March 1998, which has no known instru-

mental cause. The timing of the change point in ozone corre-

sponds to results found in the literature where studies define

the change around this time period as the start of ozone re-

covery, following the regulations of the Montreal Protocol.

The trend in the ozone time series at Uccle does not seem

very affected by the eruption of the Pinatubo, which took

place in June 1991.

To investigate the influences of Sg, QO3
and τaer on Sery,

a multiple linear regression was performed using daily val-

ues between 1991 and 2008. The three variables together ex-

plain 94 % of the total variation in the observed Sery values.

Sg has the largest influence on Sery, followed by QO3
and

τaer. Data of 2009–2013 were used to validate the model, and

the MBA and MABE were calculated to evaluate the model

performance in terms of overestimation and average error.

The MBE value of the model is −3 %, which means that the

model has a slight tendency to underestimate the measured

UV irradiance values. The average error of the model in the

estimation of the measurements is equal to 18 %. Overall,

the model represents reality well; however sometimes during

winter, negative Sery values were modeled. For this reason,

seasonal regression models have been developed.

All seasonal models perform rather well in explaining the

variation in UV irradiance, with adjusted R2 values being

larger than 0.8. The negative MBE values show the models’

tendencies to underestimate UV irradiance. Again, Sg has the

largest influence on Sery, followed byQO3
and τaer. The sum-

mer regression model performs best, based on the very low

MABE values.

What is seen in reality (i.e., an increase in Sery accompa-

nied with an increase in QO3
and a decrease in τaer) is not

always what is represented by the models. According to the

regression models, QO3
and τaer respectively always have a

negative and positive influence on Sery. However, as Sg is ob-

viously the most important factor in explaining the variation

in Sery, the increase inQO3
(which would be expected to lead

to a decrease in Sery) and the change in τaer seem to be com-

pensated for by the increase in Sg.

The question that remains is whether QO3
and τaer are

needed as explanatory variables in the multiple linear regres-

sion models. It has been shown that the contribution of τaer

to explaining the variation in Sery is very small, and it can be

concluded that this variable is not really needed in the mul-

tiple linear regression model. Also its influence is already

partly represented by Sg. QO3
, however, does seem to be a

more important factor in capturing the variation in Sery and

cannot be discarded from the regression models. It has to be

kept in mind that the regression models are only valid for Uc-

cle, which means that for other sites it might be necessary to

include all three parameters in the regression models.
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